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ABSTRACT

This dissertation presents an acoustic phonetic examination of the vowel systems of 32
Hawai @i Creol e speaker s thasevowekegizmtondsave att enti o
changd acrosdime, genderphonological context, andtimeu mber of Hawai @i Cr e
syntactic featuresxhibited by speakerd his research was motivated by an interest in two
guestions in creole and variationist linguisticew doedH a w a i @& idiffe€ froen @td nm&in
lexifier language, Englisrand how has the language changed over time?

To address these questionsywel data wasaken fromexisting sociolinguistic interviews
archivedinkKai pul eohone at t he abhlyiecspeakerscomnye frothko Ha wa i @i
corporaconducted at different points in time: one conducted in the 1970s, and one conducted in
the 2000516 speakerérom each corpus/ere analyzedand these speakers wereely
distributed across age and genddre first two formantaind the durationf 11,191 vowels in
fourteen vowel classesere analyzed from spontaneous speech produced during these
interviews

Analysis revealed that the vowel spacespdakers recorded the1970s vary
significantlywith respect to the vowel spacesspieakers recorded in tB800s. 1970s speakers
show substantiapectraloverlap between high front vowels /i/ anbl &nd overlap between the
high back vowels /u/ andil. 1970s speakerrealsomore likely torealize low vowels /a/ and
/A asspectrallyoverlapped and distinct fron®/ which is realized as higher and backer in the
vowel spaceWhile each of these vowel classes exhibits significant spectral overlapseach i
differentiated by vowel lengtfor allage groups suggesting thatforHawai @i
speakers sampled in the 1970s) exhibits contrastive vowel ledgttontrast, 2000s speakers

realize/chand/&/ as distincin spectral spackom /i/ and L/, respectively, and the low back

viii



vowels /a/ andA are lesoverlapping in spectral space the youngest age group. 2000s
speakers also realiZ@® as fronter in comparison to older speakers. 2000s speakers also exhibit a
number of other differencesitiv respect to 1970s speakers, including lower and backer
realizations of /ae/, fronter realizations ofded /i fronter realizations of the high back vowels
/u/ and &/, and higherealizations of the nucleus f#i/.

Despite the number of changes thmtnifest between 1970s speakers and 2000s
speakers, few differences in vowel realizations arise across génagrtime, only /a/ and the
nucleus of /au/ raise for femallest not malesFemales also exhibit slightly lower variants @f /

and moresimilar realizations of /a/ an@/than malesThat relatively few differences arise

across gender i n Ha wspacilly sinC&Englishl(tlee maislexiiest e wor t hy

| anguage for Hawai @i Creol e and aydodactguage
exhibits many differences across gender in terms of vowel realizations.

Many phonological effects weeadsoidentified, including for examplethatHa wa i @ i
Creole speakers exhibit a complete merget/adrt /ee/ before//l. Hawai Giers@lsoeol e
exhibitfronter realizations of /u/ following coronal consonants, and a resistance to the fronting of
/@ before /I/.Speakers also show slight differencegsaibefore nasals, but do not show the

same degree of difference as is evident in songdigh varieties (e.g., California or New York;

W i

see, e.g., Eckert 2008 and Labov et al. 2006)

split between long and short /a/ (reminiscent oftiker-BATH split; see Wells 1982), suggesting

thatthissplite x i st ed i n the English spoken during
Variation in vowel formant frequencider speakers recorded in tB800s was also

conditioned bywhether thaspeaker exhibited higher number of Pidgimorphasyntactic

markers. Speakersho used mor@idgin morphesyntaxin their interviewsexhibited more

Ha w



conservative vowel realizations than speakers who exhitateer Pidgin morphayntactic
features For example, speakers who exhibited high rates of Pidgin maspitax were more
likely to exhibit more overlapping realizations/dfi/, /&, u/, and/A a/, andless overlapping
realizations of /a/ andd.
Taken togetherhese findingpr ovi de evi dence that the vowe
speakers has changed substantially over; tmaayof these changes have caused wa i @ i
Creole vowel spacés approximatd=nglish vowelspaces. Howeveyounger speakers of
Hawai diwh®r exlhe bi t hi gher r asystactic mérkenld arevraored i Cre
resistant to these changes. Togetfiedings from this studfelp characterize and describe
vowel system of Hahaachangedve tineepak well ascanhtridutogvo ant
understanding of how creoles interact at a structural level with their main lexifier largreage

time.
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/ 'O/  THOUGHT, CLOTH TAWK talk
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CHAPTER 1

INTRODUCTION

Sociolinguists have long noted that variability is inherent in human speech; people do not
talk the same way all the time in all contexts, but instead adjust their speech to, for example,
accommodate tthat of their interlocutor or take a particular senbespite the inherent
variability of human speech, certain groups of people are more likely to exhibit shared linguistic
features than outsiders to that group. Whether conditiongtidayological environmengender,
or time, these differences in spe@eam manifest as differences in phonetic realizations that are
guantifiable and distributed in principled ways across and within social groups. Though these
patterns are welllescribed for varieties across the Enghgeaking world (see, e.g., Labov
2001),there has beesurprisingly little research conducted on the phonetic variation that is
exhibited by creoles (for counterexamples, see Veatch 1991; Sabino 1996, 2012; Wassink 1999
2001, 200%. Creoles represent sociolinguistic settings where at leadbtvwgnages, the creole
and t he 'Mmaytexashimlaarelatiodship which motivates a considerable amount of
variation (DeCamp 1971). Hawai @i i srespagch,h ap s
as there isrelatively welkdocumented historgf consistent language contact, and a sizeable
amount of research on the creole spoken théielgin @lso known asia wa i & i 2
However, whileresearch has described the phonological system of Pidgin (e.¢ertBiti&

Odo 1976; Sakoda &iegel 2008), thisvork has been based on auditaryalysis. Furthermore,

the phonological work on Pidgin has often cited a large amount of artdrintraspeaker

1 use quotes here as | find it dubious that the forms (e.g., phonetic realizations) found in any variety of a language
can be defined as standard. All languages of the world demonstrate some degree of stylistic, register, or dialectal

Creol e).

(0]

variation, therefore e nder i ng it difficult to claim that any parti

Trudgill 1999[2011)).
2 This dissertation makes frequent use of the enddPiigint o r ef er to what | inguis

ts oft
(see82.1foramer substantive discussion of why the term APidgi

1



variation attributedn large parto influence from English, which is both the main lesaf
language for Pidgin anthelanguage in which most Pidgin speakers are bilingual. However
because no acousptioneticwork has been done on Pidgansignificant portion of this
variation remains undescribed.

This dissertation seeks to fill this gegpthe literature by providing an acoustic phonetic
description of the vowel system of Pidgin, and by describing variation in the vowel system that
arises as a function of time, gender, and how basilectal the variety of Pidgin is that a speaker
uses. To adress each of these questions, this dissertation analyzes acoustic phonetic data taken
from interviews of 32 Pidgin speakers recorded in the 1970s and @00Bwed in
Kaipuleohonet he Uni ver ist Wi @fi tdd w ait).dihe chgngedwthhave ar c hi
taken place in the vowel space of Pidgin speakers are described and characterized using a
longitudinal trend study, which compares twsvel realization®f speakers in the 1970s corpus
with those of speakers the 2000s corpus. Additionally, thdissertation analyzes changes in
apparent time (that i, compareshe speech afelativelyolder and younger speakers within
each corpussee, e.g., Labov 1963) in order to identify the direction of changes which are newer,
and to verify whether speais exhibit continuation of changes in real time that appear in
apparent time. Vowels from both males and females are investigated and tested in a variety of
phonol ogical contexts to establish not only a
single point in time, but also characterize how patterns and trends have emerged in the speech
community over timelFurthermore, this dissertation formulates a Pidgin Density Measure
(PDM), inspired by Dialect Density Measurésge, e.g.Craig & Washington 206; Van
Hofwegen & Wolfram 2010), which quantifies how basilectal the variety of Pidgin is that a

speaker uses. PDM is calculated as the ratio of Pidgin manpttactic elements timtal word



count of the intervienwand it yieldsa single number for a spker which characteriséiow
basilectak p e a k e r 8. 8y oparatiogalizing Pidgin use in this way, the current study treats
a speaker 0s maobjectively assessatbgtinuous aasable (instead of describing a
speaker as categorically ldastal, mesolectal, or acrolectake, e.g., DeCamp 197The PDM
can then be usesb a predictor of vowel variatidhat is completely independent from the test
variables (i.e., Pidgin vowels)

This dissertation contributes to the field of linguistics@veraways. The clearest
contribution istheimpactof this workon the understanding of the way language is used in
Hawai ai . Des pi t e and inteaspeaker \ariatioh, aceaesyc phometice r
research has been done on Pidgin, which might serve to describe and characterize this variation.
Variation that has been described as cortexte e or expected due to Pid
(see, e.g., Bickerton & Odo 1976; Sakoda & Sief§®8) is quantified in the current study and
shown to vary across age, gender, phonological environareiv, e | i nked wi th a sp
of Pidgin morphesyntactic items. The current study also contributes to the understanding of how
a creole changgshonetically alongside its main lexifier language over time, when those two
languagesce x i st i n the same geographical space. As
English has begun to show, the way English is
varieties and changing over time (Drager et al. 2013; Kirtley ébdhcoming. An
accompanying investigation of the sound system of Pidgin (the focus of this dissertation) sheds
light on how both systems interact, leading to a clearer understandingatioveand change in
Hawai @i . This dissertation also contributes t
metric (via the Pidgin Density Measure, or PD

This metric quantifies the rate of aspeak © s u s e o0 f-syrRactid ilems1so tinad it npaig o



be used as a predictor of vowel variation. Since the PDM score is calculated based on linguistic
variables that are not the test variables (e.g., vowels), it is possible to assess whether speakers
that are more basilectal behave differently with regard to sound change than more acrolectal
speakers. Furthermore, the PDM score allows for increased objectivity on the part of the
researcheiin contrast with previous work which has used reseatichgosel categories:

basilectal, mesolectal and acrole¢sde, e.g., Wassink 1999hrough using the PDM scari¢

is possible for the researcher to be sure that the PDM score is independent of the test variable
(which is not the case with researciraposed ategorieyand treat the basileeicrolect

continuum as continuous rather than categaridaisis desirable from a research standpoint
because it more accurately reflects the behavior of creole languages (see, e.g., DeCamp 1971,

Sato 1993Wassink 19992001 Sakoda & Siegel 2008).

1.1. Organization of this dissertation

This dissertation is organized into eight chapters. The first chapteducesand
outlinesthe main goals for the dissertation. Chapter 2 addresses the relevant literature from
whichthis dissertation draws. The history of the development of Pidgin is discussed along with
the |l anguage situation in Hawai di today (A2.2
acoustic phonetic study of Pidgin vowels, as well as the benefits gf aisiend study and an
apparent time study when characterizing acoustic phonetic change over time (82.3). To establish
a baseline expectation for how Pidgin vowels vary acoustically, 82.4 addresses existing
descriptions of the phonological vowel systeniPafgin, which (as discussed in 81) are based on
auditory I mpressions. Speci al attentiqgas I s al

Pidgin and Hawai @i dadf gplciush nagr e nc lvaag d lay iloinn k edce



English provdes an important reference point for the kind of acoustic phonetic variation that
might be observed in Pidgin.

Chapter 3 describes the methodologies employed to address variation in Pidgin vowels.
This includes a detailed description of the way in whiatgki interviews were selected from the
existing corpora (83.1), and how these interviews were coded and prepared for analysis (83.2).
This chapter also addresses how the Pidgin Density Measure (PDM) was calculated (83.3), the
way vowel distributions are peesented in this dissertation (83.4) and the way inferential
statistics are used to corroborate the findings (83.5).

Chapters 4 describe the acoustic phonetic results for each of the fourteen vowels
analyzed in this study, focusing on how these vowsdtgd variation over age group, gender,
phonol ogi cal cont ext, an eyn@acticsitpnesaEkoh chépter us e o f
addresses a sectiontbe vowel space: chapter 4 focuses on the front vowels in PRIGIRRIT,

STIK, FES JRES andcHRAEFR? chapter 5 focuses on the high back vowalsTs FUT, andJok;
chapter 6 focuses on the low baakvels,LAT, TAWK, andsTAF; finally, chapter 7 focuses on the
diphthongspraAis, HAUS, andBoIz.

Chapter 8 concludes the dissertation with a discussitredindings of the research, the
motivations for the variation exhibited by Pidgin vowels, and the implications for future
research. This section also addresses the contributions of this dissertation to the field of
linguisticsin more depthAdditionally, thereis a discussion dhe challenges associated with

completing the current study, asdmeopportunities for future research.

% These vowel representations are discussed in §2.4.2.1; they are based on the Wells (1982) lexical sets which | have
adapted to Pidgin.



CHAPTER 2
LANGUAGE USE AND VARI ATI ON I N HAWAI al
When the infernal machine of plantation slavery began to grinchiegls, iron laws of
economics came into play, laws that would lead to immeasurable suffering but would
also, and equally inevitably, produce new languages atltbeewvorld languages that
ironically, i n the very midatedthedssemialnds i nh
unity of humanity. (Bickerton 2008: 152)
This chapter discussése literatureconcerninghe historyandlinguistic landscape of
Hawai @i as it relates to the devel opment of P
exploredthe linguistic structure of Pidgin. It is vital for any research on Pidgin to be mindful of
the unigue socihistorical context that gave rise to Pidgin. To address these questiens,
chapter is organizeak follows Fi r st , t he u sirethisodissertatiomo refeote d A Pi d
Hawai Gii sCrdédoslcaissed in A2.1. Then, A2.2 addres
paying special attention to the language contact and immigration that has characterized the
hi story of Ha waalsétting whidhfacitatet! dhe develbpenens of Ridgin
(A2.2.2), and the | anguage setting in Hawai @i
study of acoustic phonetic variation in Pidgin by discussing the findings of similarly focused
researh in sociolinguistics and creole studig@sis section also addresses the benefits of using a
trend study and an apparent time study to characterize acoustic phonetic change over time. Then,
§2.4 addresses linguistic reseaochPidginwhich bears on theuecrent focus of the dissertation,
including the theoretical underpinnings and relevance of the creole continuum (2.4.1), and a
sketch of theexistingphonological work on Pidgin based on auditory analysis (§82.4.2). Also,
82.4.3 presents a summary oftheacst i ¢ wor k on Hawai @i Engl i sh,

which isimportant tothe current studipoth because English is the main lexifier language for

Pidgin, and because most people who speak Pidgin dttathvaiian slandsare also bilingual in



English. Finally, 82.5 underscores the importanceaaitingacousticdata agradier and

continuousvhen studying vocalic variation.

2.1. A brief aside regarding use of the word

Throughout this dissertation, | makderence to Pidgin as thenguage of interest.

Pidgin @pelledpijin using Odo Orthography; see AppendixAi s t he Hawai @i Cr e
itself, and it is the term most frequently used by Laédlkough Pidgin is often referred to by

l ingui sts as Hawa iatd 1991C@hancaleteal. ZDO0Y this tertm implies.ag . , S
strong ideological connection with English that is not supported by the literature (e.g., Marlow &

Giles 2008, 2010). Hence, | am more comfortable using the endonym Pidgin (albeit written using
Englishorto gr aphi ¢ conventions) than any of the co
Creol e, Hawai Qi Creole English).

Another important point must be made about Pidgin as a linguistic entity. Despite the
perception that Pidgin i sls(8eb MalbnweSGileE2040; i sho am
Drager & Grama 2014), it is a language, capable of the range of expression of any language (see
e.g.,the discussion of the history of the development of Pidgin in §2.2). It is classified as an
Engishb ased creol e, which arose out of an earlie
purposes of this dissertation, a pidgin is a linguistic systemlimited morphesyntax and
variable phonology that is restricted in its usage to certain social domains (e.g., place of work,
the plantation). Therefore, pidgins do not have the ranggmtssion other languages are

capable of, due in part to this nested use across social domains. A creole is born from a pidgin

“Local with a capital <L> is used here broadly to refer
following the convention used with other ethnic and racial groups (e.g.,-Asnamican). However, the term

ALocal 6 car r i meaningaomg of thbnahihklysvariale and individual, including a connection to
working-class immigrant workers during the plantation era (Ohnuma 2002).

*Lewis et al. (2015) also |lists Hawai @i t®rigdceohnecticns a pos
with Pidgin as an actual pidgin.



when children adopt the system as their first language. As this takes place, the linguistic system
begins to broaden in its expressive ability andsakecharacteristics common éatant

languages (e.g., aspect markers). Therefore despite its name, Pidgin is in fact a creole, not a
pidgin(compares i mi | ar uses of the word Opidglomdé to r
Pisin and Solomon Islands Pijirfinally, all speakers analyzadthis dissertation are speakers

of Pidgin, not Hses2PRD,i Pidgin English

2. 2. Hi story of Hawai @i, the devel opment of P

Hawai @i i's an archipelago made up lands ei ght
ar e Ha wa iich the islandochaingdis its natfadso known as the Big IslandYlaui,
Kahod&ol awe, Mol okad&i, L UHhTaase areth® fiostennmostisiandsa & i
in Polynesia, located some 2,000 miles southwest of the North American mainland and some

3,800 miles southeast of Japan.

Figure 2.1.Image of the Hawaiian Islandgenerated byorldHires  in R; R Core Team

2013.
Kaua'i
s <D
Ni‘than O ahu Q; Molokai
==
Lanai © §> Man
L
Kaho olawe
Big Island
®The Hawai @i archipelago is also made up of over 120 o

residents.
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2.2.1. Contact and immigration

The Il inguistic makeup of Hawai @i I's, 1 n ma
history of intercultural contagtimmigration, occupation and colonization. This contact, despite
Hawai i 0s s elecationm ¢thé Racific,doegantalenost as soon as humans set foot on
the Hawaian Islands. Archaeological and pakewological evidence suggest that ancient
Polynesians firstnade physical contact withe Hawaiian Islands sometime betwédd®0and
1293CE (Wilmshuist et al.2011). These ancient Polynesians were highly skilled seafarers, and
there is good evidence to suggest that there was heavy contact between settlers on the Hawaiian
Islands and other eastern Polynesians, traveling from Mangaretaed?ittairnislands as well
as the Australslands the Marquesasslands the Tuamotuarchipelagpandthe Societylslands
(Weisler 1998; Collerson & Weisler 200 alworth 2014."

The first Europeans arrived the Hawaiian Islands led by British explorer Captain James
Cookin 1778. Upon arrivingn the Hawaiianlslands, these explorers found a large population
in excess of one million people (Bradley 20009
all around the world, including Europe, Asia and North America. Traders and merchants used
Hawai @i as a st op o westcoabteftNarth Anmeric€ during tne far tradle, t h e
and contact persisted when Hawa iaddithe vmlmg me a c
industry (Reinecke 1969: 24)uring this time,hei ndi genous po pdedlirred i on of
sharply due in large part to diseases introduced by the foreign population (Bradley 2009), and by
1848, the indigenous Hawaiian population hadishkrto just 88,000 (Sakoda & Siegel 2008:

210). Beginning in 1835, the first sugarcane plantatos® established on the islands. This

"There is also evidence that Polynesian seafarers contacted the indigesesopS&outh AmericaComal the

word for sweet potato in the language ofi@a spoken in coastal Peru and Ecuador, and the word for sweet potato
in many Polynesian languages (ekyimarain Aotearoa and Rapa Nuwimarain Tahiti, anddialai n Haiwai @i )
strikingly similar (Scaglion & Cordero 2011). The sweet potato is also a main food staple throughout Polynesia.

9



resulted in the mass importation of labor andnflux of Chinese, Portuguese, Japanese and

Filipino workers, along wh smaller groups from Korea, Puerto Rico, the rest of Europe and

various Pacific islands (Sakoda & Siegel 2008:-21@). At the time of the first sugarcane

pl antations in Hawai i, Hawaiians stild held
Hawaiian was the dominant | 2008 21afA\earésnlt, Hawai @i
Hawaiian was used among those who operated the plantations; however, the workers on the
plantations (then, largely White, Chinese, Hawaisml Portuguese) used awhiiarrbased

pidgin as the primary means of communication (Rekrel938; Sakoda & Siegel 2008). This
Hawaiianlexified pidgin remained the main method of communication on the plantations until at

least the 1890s (Sakoda & Siegel 2008: 211).

2.2.2. Theemergence of Pidgin

Hawaiiands status as the | anguage of Hawai
Kingdom of Hawai dai, then stil]l recogni zed as
with the United States, which allowed the dirge inportation of Hawaiiarsugar into the
United States. This marked a turning point in
signing of the Reciprocity Treaty notonlyopdnet r ade bet ween Hawai @i an
but it also facilitated greater influx of Americans alongside an edearindling number of
Hawaiians'° With more Americans came a greater number of English scheoalsa greater
number o-bornkdhaldvesweri@ exposed to English in everyday life (Reinecke 1938). The

growinginfluence of Englishtathe expense of Hawaiian reached the rathinic and multi

® The eight major islands of Hawai &@&i were unified under
and weapons.

® In fact, thispidginized Hawaiian was still in use into the early'2@ntury in rural areas (Sakoda & Siegel 2008:

212).

0By 1888, the population of native Hawaiians had dropped to under 50,000, and according to the census of 1910,
Hawaiians and Pattiawaiians numbed just over 38,500 (see Appendix B).

10



lingual plantationsand thismotivated the developmentofan Englistae s ed pi dgi n, Haw
Pidgin English (HPE). By 1900, generations of plantation workers and theirdamded both
their native languages (e.g., Cantonese, Portuguese) and HPE in an increasing number of
domains outside the plantation; in many cases parents gpthler newborn children in HPE,
rather thar{or in addition to}heir native languageausing the childreto acquire HPE as their
primary languagéor one of their primary languageSakoda & Siegel 2008: 212). As HPE
began to occupy more social spheresboinn Hawai @
children began to acquire it dseir first languagéRoberts 2004)As HPE was spoken as a first
language, it took the shapewfiat is now referred to as Pidgira creolelanguage capable of
the range of expression associated with all other languages.
I n 1893, the Ki nogedloowmn by fvealthy Americénibusinesssnen
(The Big Fivé?), and just five years later in 1898, the islands were annexed as a territory by the
United State$? Alongside the development and creolization of Pidgin, English gained an ever
stronger footholdas he | anguage of overt prestige in Haw
completely replaced by their Englisipeaking counterparts, and English became trgutage
associated with economic advancement at the expense of other languages, particularly Hawaiia
(Siegel 2000)By 1920, Pidgin had become the dominant language of plantation children and
had in many respects taken the place of Hawaiian asthetpguaoc f t he peopl e of

(Sakoda & Siegel 2008§.0ver the next 25 years, suganeplantations and the Pidgin spoken

“"This was the name given to the sugarcane plantation cc¢
& Co., Theo H. Davies & Co., Amfac, Castle & Cooke, and Alexander & Baldwin.

2 The legality of this annation is still debated today. The sovereignty movement is a relatively strong and

wi despread movement in Hawai @i and sovereignty demonst |
13 According to the U.S. Census, the population of full or part Native Hawaiians wég 26%r of the population in

1900; by 1970, the population had shrunk to just over 9% of the population. The population of ethnically Japanese

(as well as Filipino and Chinese), however, has consti:
1900. For more historical demographic data, see Appendix B.
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on them maintained a, sdweardyaortelsee nep ulna tHiaovm i c
roughly 60,000 each decade from 1900 to 195€ fqgpendixB).

Il n 1954, Hawai @i | aborer s, efitstothermaibland a de s
counterparts, engaged in the Hawai Qi Democr at
characterized by protests astikes(Beechert 1985: 10&hnuma 2002: 276 his revolution
cul minated i n the demo @ublcaniParty,and srippled the powerof he H
The Big Five(Beechert1985) | n 1959, Hawai @i becdandthea st at e
major industry shifted quickly from sugar production to touriShrough this, Pidgiimas

endured, and has solidified its role and importance in Local culture.

2.2.3. The Ilinguistic | andscape of Hawai @i to
Today, H a w8 ro&tipopulosis state, evith4udt over 1.4 million inhabitants;

however, it is the 83most densely populated state with almost 219 leepgr square mile (~84

peopleperkd) . This popul ation density is most pron

in Atowno (the southern side of the island wh

popul ation of theO8taték ©bheHpamegifated 60@0fttd vai i

14 Of the roughly 600,000 people on the islands at this time, approximately 155,000 were registered voters. Roughly

90% of these registered voters turned out for the election to vote on whettharkoe Hawai @i a st at e, e
congressionally mandated plebiscite, citizens of the Ti
statehood (Whitehead 1993: 43). Despite this apparent overwhelming support, there was significant local opposition

to statehood. This sentiment was perhaps strongest among native Hawaiians who felt dispossessed of their homeland
(Whitehead 1993: 60), but opposition to statehood was pervasive even in decades prior. As territorial delegate John

Burns wrote inState Govermentin the summer of 1959:

AThe reasons why Hawaii di d ndoand oaecchuld evith@ut nsuthaxaggbrationd , s ay .
say sixty years agblie not in the Congress but in Hawaii. The most effective opposition to statehood has always
origi nat ed in Hawai i tsel f. For the most part it has ren

(Whitehead 1993: 44)
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roughly half)are speakers of Pidgin (Vellupillai 2003; Grimes 2010; Sakoda & Siegel 2008;
Lewis et al. 2015§>
Hawai @i i's also home to extreme | imtlgui sti c
context of the U.S. The proportion of people veetridentify as White is the lowest of any state
in the nation (US. CensuBureau2 0 1 0 ) . Hawai i has never had a
(see AppendixB), and it has the highest percentage of people who rap@mt-American
descent of any state in the nation. Furthermore, many people report identifying with multiple
racial and ethnic backgrountfsl n 2010, for exampl e, Hawai i ha
people who selfeported more than one race at 23 e next highest percentage for a state
was Alaska at 7.1%4S. CensusBBureau2010)® This ethnic diversity translates to a large
amount of linguistic diversity as well, as over 28%ihe populatin reports speaking a language
other than English in the home.@JCensusBBureau2010)* In fact, many Locals and residents
of Hawai &i aRidgikwariebdependmy o the dthaitity and linguistic btk
of the speaker (see Drager & GraBtHd 4: 4546), though it is unclear exactly how ethnic groups

i n Ha w ain tlieir Pidgiause$® While the variatiorthatPidgin may exhibit across ethnicity

5 Lewis et al. (2015) notes this number may underrepresent the total number of speakers. It notes an additional

100,000 speaks on the U.S. mainland located mostly on the west coast, and another 400,000 L2 speakers of

Pidgin.

18 This is corroborated by interviews conducted by Katie Drager, Joelle Kirtley, Sean Simpson, and the author, who

find that interviewees will often seteport multiple ethnicities.

Y For the purposes of the U.S. Census, categories such as White, Black, Asian, and Pacific Islander are viewed as
Airaceso; other affiliations (e.g., Il rish, Chinese) are
8 The percent of people who reportohwr more races in the U.S. as a whole is 2.4%.

¥ This number is misleading as the US Census Bureau (2010) states that only 676 pempersetf speaking

either APidgind or AHawaiian Pidgino in eotherphamnse t o t h
English at home?d The reason for this deflated number |
admit that they speak Pidgin due to the history of | ani

2 This information is also corroborated by ubfished interviews conducted by Katie Drager, Joelle Kirtley, Sean
Simpson and the author.
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is a worthwhile pursuit and may contribute significantipth onet i ¢ var i shaton i n
considered in this dissertatiéh.

The two most ideologically salient languages H aave&iddiniand English. A large
percentage of the Pidgjpeaki ng popul ation of Hawai @i is b
English, referred to here as Ha@&inglish (cf. Sato 1993; Drager et al. 2018)d many
speakers can freely mix or codeitch between the two languages (Drager 2012%%There is
evidence to suggest that Pidgin and English are in many respects idaagpposed to one
another. Foexample, using Pidgican bea linguistic means to simultaneously align with Local
values, establishing familiarity between speakers (Sato 1991, 1993; Marlow & Giles 2008,

2010), and align away from ndrocal values (Reineck&938). Furthermore, Pidgis bften

wrongly cast as o6inferioré, Obrokend, or not
Higgins et al. 2012), and educational prejudice, viewing Pidgin as a barrier to acquiring English

(the language of overt prestigen Hawa i ai ) e hefoe 192K (Yokatae2@D8).sFinailyg
whil e many Hawai Qi residents believe Pidgin h
the belief that it should be restricted to informal domains (Marlow & Giles 2008; Higgins et al.

2012). However, this beligfoes not appear to reflect actual linguistic practice, as individuals use
Pidgin in a wide range of formal settings to achieve communicative goals (Marlow & Giles

2008). These findings underscore the complex relationship idhginfexperiences with Engh,

and they highlight the i mportance of consider

Pidgin in this dissertation.

L1t is not possible to investigate ethnicity with these data using a variationist approach because the data are
unbalanced.

% Elsewhere, this English variety is referred to as Hawaiian English (Tsuzaki 1971), Hawaiian American English
(Vanderslice & Pierson 1967), and Hawaiian Standard English (Reynolds 1999: 304).
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2.3. The need for research on Pidgin

At present, the literature lacks a detailed, acoustic description of Pidgin vowels. This
means that, despite the unique sduastorical origins of the language, there is no quantitative
account of how the acoustic phonetic characteristics of Pidgin have changed or are changing
throughout the community. One aim of variationist research getatify and characterize the
way phonological systems of languages change over time and how those changes spread
throughout a community. Studies of language change in EngllsbH{ often focus onowels,
which differentiate regional varieties of Englistgve dominated thandscape o¥ariationist
research, and they have been successful in identifying, among other things, sound changes in
progressgee.e.g., Labov 2001).

While the magrity of studies on the vowel systems of creoles have been auditory in
nature (e.g., LePage 1960; Lawton 1963; Akers 1981; Wells 1982; Bickerton & Odo 1976),
some tudies have analyzed the acoustic phonetic structuzeeofevowel systems from a
variationist perspective (Veatch 1991; Sabino 1996, 2012; Wassink 209D 2006). These
studies have been able to quantify some of the variation thassibed asontextfree and
expected due tthe variable nature of creoles (see, e.g., Odo 1975). Sabino (1996), for example,
uses acoustic methods to conclude that a lengtinetisn in the mid and low vowels of
Negerhollands (a now extinct Duttfased creoléhat wasspoken irthe preserdday U.S. Virgin
Islands)is realizedas a difference in vowel quality for the last remaining spe@idtitionally,
Wassink (19992001, 206) identifies that speakers of Jamaican Creole exhibit quantifiable
differences between vowel realizatiqib®th in quality and duratiomdepending on whether a

speaker came from an area associated with more basilectal speech or more acrolectal speech
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styjes®Furt hermore, Wassinkds findings®oliisofiencat e t
conceived of as a regional dialect of English, there are clear differences in vowel length between
Jamaican Creole speakers (regardless of lect) and Espgkstkers. These studies identify
structured variation in creoles that is not confea¢, which not only helps tease apart the
structural and social relationship creoles have with their main lexifier languages, but also helps
lay the foundation for howaund change and nedialect formatiorhave taken place in these
creolegsee 82.4.1). Furthermore, as Patrick (2009) suggests, sociophonetic studies of creole
vowel s may demonstrate that creoles may exhib
470) i n comparison with other | anguages, as a
relationship with the main lexifier languageéhat is, creole speakers may be able to take
advantage athe full range ofvariationavailable taoboth the creole and ¢hmain lexifier
language when constructing identifynerefore, there is much to be gained in terms of
understanding | anguage use in Hawai @i nand the
acoustic phonetistudy of Pidgin vocalic variation.

There ae two waysvariationist work has successfully described linguistic change over
time: real time (or, longitudinal studies) and apparent time stuchegjitudinalstudies best
establish and characterize phonetic change (or stability) in a communityroedS@ankoff
2006; Sankoff & Blondeau 2007). This is often done using a trend study (e.g., Trudgill 1988;
Blake & Josey 2003), which involves regalimg a population at two or more distinct points in
time, generally separated by at least a de€aBg.condicting a trend study, it is possible to
assess whethgn what manner, and to what degeesound change has taken hold in a

community. On the other hand, apparent time studies constitute much of the research focused on

% For an indepth discussion of the lects described by the eremhtinuum, see §2.4.1.
24 Change over time may also be defined as change in the speech of the same speakers that is assessed at multiple
points in time (cf. Sankoff 2006).
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language change (e.g., Labov 196386@&, 1994). In apparent time studies, different generations
at a single point in time are compared. The a
speech is relatively sThiarbelngthabolderispedakdrecandhp eak er 0
conmpared with relatively younger speakers, where the older speakers represent a relatively older
way of speaking, and younger speakers represent a relatively newer way of speaking (Labov
1963). While apparent time studies good indicators of the diraon of phonetic/phonological
change, they often underestimate the rate of change (Sankoff & Blondeau 2007).

In this dissertation, a trend study is conducted along with two apparent time studies.
Using existing corpora taken fromterviewsconductecat two pants in time(one group of
interviews conducted in the 1970s and the other group conducted in th¢ th@d6tidy
identifies and characterizes tbleangs that haveaken place in the vowel system of Pidgin. In
each of these corpora, relatively younged alder generations of speakers are identified as well
so that each corpus represents a study in apparent time. By taking an apparent time approach, this
study can identify the direction of changes which might be newer (e.g., changes that are most
evidert in the younger group in the 2000s corpus), and whelderspeakers exhibit
continuation of changes in real time that appear in apparenteimewhether changes in the
younger speakers in the 1970s corpus contiouspeakers ithe 2000s corpushn this way,
this dissertation can identify and tkachanges in the sample of Pidgin speakers not only as a
single snapshot of the popul ationds thesengui st
patterns and trends are expressed maaditime.

2.4. Variation along the creole continuum, an
English

One of the goals of the preceding discussion is to show that the social and linguistic
conditions of creole formation suggest that Pidgin is very likely to exhibit substantial structural
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variation, especially as a result of contact with English. This digg&®n seeks to characterize

and describe this structural variation (specifically across time, gender, phonological context, and
as a function ofhe number of Pidgin morpksyntactic features exhibited by the spegker

however, it is first important toonisider the ways variation in Pidgin has been addressed in the
existing literature. With this in mind, the following discussion addresses three bodies of research
which helpcharacterize variation in Pidgin. First, the concept of a creole continuum iskedpa

The creole continuum is a conceptualization of the spectrum of variation exhibited both by
Pidgin and creoles more generally.creole researghihe continuum is perhaps the most widely
used way linguistic variation in creoles has been addressedr&ble continuum is a

particularly important concept to consider because this dissertetgsnthe number of Pidgin
morphaesyntactic featuresspme of thesame features which have been used to characterize
variation along the creole continuum) as a poted of vowel variation Second, the existing

work detailing the phonology of Pidgin is discussed. The existing descriptions of the
phonological system of Pidgin (Bickerton & Odo 1976; Odo 1977; Wells 1982; Sakoda & Siegel
2008)are based on auditory ingssions? but the findings from this research are important to
consider for this dissertation, as they lay the framework for how Pidgin speakers may exhibit
acoustic phonetic variatidfi.Third, the existing work detailingcoustic phonetigariation in

Hawai d¢i English is discussed. As described in .
are closely linkedTherefore, it$ reasonable to expect that acoustic variation exhibited by

Pidgin speakers is partly due to (and measureable in relationlt@noé from English.

\Wells cites Vanderslice & Pierson (1967), Carr (1972) and Reinecke (1969)blitiations which do not address
the vowel system of Pidgin, but rather the intonation and timing (and, in the case of Reinecke, history, social
domains, and vocabulary) of Pidgin.

% sakoda and Siegel (2003) also address phonological variation, but this publication focuses more generally on
Pidgin morphesyntax.
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2.4.1. Pidgin and the creole continuum

As one of the goals of this study is to idenhfyw vowels differ acoustically in their
realizations as a speaker exhibits m@idgin morphesyntactic variables their speechit bears
describing the ways in which other creolists conceive of cleaded variation, both generally
and specificallyThwiethetagaondstho pHbwaiwien Pi dg
has been described by some linguists as a continuwmedethe mddasilectal forms of the
creole and Hawai &i Engl i sh ¢ Oheadeabfatéadle Sat o 19
continuum was first introduced by DeCamp (19tldlescribe the linguistic situation in
Jamaic&® DeCamp identifies reference poirti®ng thecontinuum to describe the types of
variation common in placeswitha-eox i st i ng creole and fistandardo
worth noting that this Astandardo is not the
AStandard Ame)r,i chaunt Ean glloicsahl | y constructed vari
(DeCamp 1971: 350). On one end of the spectrum, DeCamp identifies the acrolect, defined as
the variety most similar to the fstanggardo fo
(usually also the variety associated with socioeconomic prestige). The basilect exists on the other
end of the spectrum, and is defined as the variety most distant from and often mutually
unintelligible with the 0 okaisdiaeda@ny( or acrol e
intermediate variety, which often demonstrates a large amount of linguistic vaaatioade

mixing between the acrolect and basil@@eCamp 1961, 1971).

Some researchers (e.g., St. Clair & Murai 1974) claim
relationship, vimere one language is restricted in use to certain social situations (e.g., education) but not used for

everyday conversation (Ferguson 1959). However, research discussed here (e.g., Marlow & Giles 2008) suggests

that the relationship between Pidgin and ldaw & i English involves much more mixi
discussion in §2.2.3).

% DeCamp (1971) refers to this as fhestcreole continuum to highlight his belief that Jamaican Patois was in the

process of merging with the local variety of Jaraai English. He believed this to be due to the long history of
exposure to the socioeconomically dominant | anguage. T|
publications (Patrick 2009).
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While it is possible to describe creole forms using these terms (e.g., basilegtaiMgid
meolectal Pidgin), it is not possible to identify any of these lects as comprising a discrete or
invariant grammar (Wassink 1999). It is similarly difficult to identify speakers as occupying any
single point along the creot®ntinuum because spesas often exhibit a range biguistic
abilities. Speakers are therefore often descr
1999)where change in structural linguistic form is mordess expected, dependingthe
speaker 6s |.iTargflect tlustgiadience bnd Variabilty, variation along the creole
continuum is often measured based on whether certain linguisticds of the creole are
present in the speech ospeakefDeCamp 1971). DeCamp argues that while speakers differ in
their choices regarding which creole features (or how many feathess)se in a given context,

l inguistic features of the creole can gener al

3t

acrol ectal creol eo r el athisissakng iy nowlistrete;thé r over si a
Acreol ed aingofaragheyaeprdsant discrete linguistic forinepresent polar

varieties, between which there is maneless continuous variatiobutthere is not a series of

any number of discrete sotialects that exist between these polar varigtReskford 1987) It

is this purported continuous variation that has contributed to claims of extreraidentra

speaker variation in Pidgin (see e.g., Bickerton & Odo 1976; Purcell 1979; Sakodgei Si

2008), and creoles more generally (DeCamp 1971; Rickford 1987).

The vast majority of studies of Pidgin ass
as representative of the | inguistic situation
hasalso accepted that decreolization, the diachronic increase of acrolectal (i.e.,-Hkejlish
variants, is taking place in Hawai i at the s

1977, 1981; Purcell 1984), but that decreolization is not adcleanifested in individuals over
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their lifespan (Sato 1993). Importantly, decreolization need not affect all membkees of

community equally to still be occurring at the societal level (Sato 1991: 650). Many studies have
looked at decreolization of carh linguistic features in Pidgin, ranging from syntactic elements

like zeracopula (Day 1972), thehsemoodaspect system and relativization (Bickerton 1977),

to phonological features such as /r/ vocalization (Odo 1975). These studies have discavered th
decreolization affects linguistic elements in different ways. Moigjrdgactic elements (e.g.,
anteriorwenandbin) are generally more susceptible to decreolizatiameitherdiscourse

markerg(e.g., clausdinal ae) or phonological features (e.g/, vocalization) (Sato 1991, 1993).

I n DeCampdés (1971) framework, these |4 nguisti

continuum as in (1) (modified from Tsuzaki 1971: 333) and (2) (modified from Odo 1970: 238).

(1)  basilect: | steeatkaukau?®®
mesolect | steeating.
mesolect | @ eating.
acrolect: | am eating.

(2)  Dbasilect: Robertget wanbodk | gonread.
mesolect Robert hasvanbook Igonread.
mesolect Robert has a bookgonread.
acrolect: Robert has | book 1 édm going to read.
These sets of sentences ostensibly represe
t hi ngd PRadgimhbhagilectciolectcontinuum. The acrolectal form most closely
approximates English, while the basilectal form exhibits the syntactic elemerdselaatilable
to native creole speakers. In each set, the mesolectal examples demonstrate the implicational
patterning of the morphsyntactic elements in question. For example, Odo (1970) demonstrates

an implicational hierarchy for the linguistic featsiiia (2): the presence of Pidgin possesgete

implies both indefinite articleranandbe-less, norpast progressivgon, wanimplies the

% The wordkaukauis likely derived from Chinese pidlgchowchow meani ng 6food6 (Bickerton
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presence ofjory andgonimplies neither of the other two features in question. This ordering
renders sentences whiclolate this implicational hierarchy (e.)Ro ber t get wan book
to read as less grammatical than those forms in (2) (Odo 1970:*288portantly, the
examinedeatures are nearly always morpsyntactic in nature (cf. Escure 1981; Sato 1993).

Despite the widespread use of the creole continuum model to describe linguistic variation
in creoles, there have beelaims that the model owsimplifies the amount of variation in
creoles by positing unidimensional, hierarchical differences betweepdlapvarieties.
Rickford (1987), for example, suggests that linguistic variables in creoles can vary based on a
single dimension (i.e., crecleess to standandess), rather than varying heterogeneously across
several dimensions (e.g., young to old,wat to urban). However, others argue that social
factors are interconnected across creole/standard lines, thus rendering unidimensional social
variation in the creole highly unlikely (LePage 1980; LePage & Tabd{ekstr 1985). For
example, while the code may vary on a continuum with the superstrate language, that variation
may be conditioned by additional interacfisocial factors, such as age, gender, ruralness, and
the speakerodos attitude towards t hestgthateol e/ sup
these multidimensional approaches to creole variation may be separated into more simple,
unidimensional continua, and then judged empirically to determine whether they differ from the
variation described by the creole continuum model. With respextoustic phonetic variation,
however, this has not yet been done in the existing literature.

The current studgttempts taunpackthe relationship among thesecial and structural
factors as well asassesswhethéerh e fidegr e e 0 t basilectakcan le ameffectivee a k e r
predictor ofphonetic angbohonological variation. lother wordsthe current studiess whether

speakers who are more basilectal (or, exhibit more Pidgin mattactic features) behave

30 0do (1970) suggests these forms may be judged as completely ungrammatical by some speakers.
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differently with respect to phonetlanguage changban speakers who are more acroledthis
is done by formulating a Pidgin Density Measure (PDM) score based on Dialect Density
Measure , whi ch are sometimes used to quantify t
American English in saclinguistics ¥an Wofwegen & Wolfram 20108nd speech pathology
(Craig & Washington 2006)

In the current studyhe PDM isexpressed as a ratio thie number ofPidginmorpho
syntactic formgo all wordsproduced by each spealderring the analyzed portion of their
interview (see 83.1)or the sake of the current study, this is preferable for several reasons. First,
the PDM score is calculated using linguistic variables that are not the test variable®lile.,
variables are rfovowels),and sat is possible to ensure that the test variables are independent of
the PDM score. This is not possible with researessignedategoriesvhich label speakers as,
for example, basilectal or mesolectal, because it is quite likely tbabjpsgical variables might
contributetoa r esearcher 6s character i z@up.Biokerton& t he
Odo 1976)** Second, the PDM score treats the bas#ecolect continuum as contiows, rather
than categorical, which wesiralbe from a research standpoint because it more accurately
reflects the behavior of creole languages (see, eeCap 1971; Wassink 1992001 Sakod
& Siegel 2008)Third, it is possible to testow phonological features behave differently than
morphasyntacticvariablesas is suggested by work like Escure (1981) and Sato (1993). Fourth
and finally, he PDM score can be included in an analysis of Pidgin, just like any other
independent variabl@.g.,age or genderpandit helps capture the nuances of language use in

Pidgin. The derivation and implementation of the PDM is discussed more fully in §3.3.

%1 |n the discussion of the phonology of Pidgin for example, Bickerton and Odo (1976) choose a single speaker
(Mar i anne) who is basilectal and characterized as being
speakers.
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The creole continuum modelrislevantto understanding the way some phonological
work on Pidgin habeen addressed. Sakoda and Siegel (2008), for example, make explicit
reference to basilectal and mesolectal varieties in their analysis of the phonological structure of
Pidgin. With this in mindthis dissertatiomow turrs to a discussion of the literatithat has

focused on describing the phonological system of Pidgin based on auditory analysis.

2.4.2. The phonology of Pidgin vowels

As described in 82.4, an assessment of the existing research on the phonological structure
of Pidgin vowels is a vitgbart of establishing a baseline expectation of how vowels in Pidgin
vary acoustically. Several studies have used auditory analysis to describe the phonology of
Pidgin (Bickerton & Odo 1976; Odo 1977; Wells 1982), but Sakoda and Siegel (200R)es
perhaps the beseference point for a larggcale acoustic phonetic study, as it is the most
complete existing description of Pidgin phonolddynlike other phonological accounts of
Pidgin (e.g., Bickerton &do 1976), Sakoda and Siegel (2008) provide a description of
differences that arise in the vowel systerbath basilectal Pidgin speakers and mesolectal
Pidgin speakerd’ This makes it a key publication to consider, as varidgaonsidered in the
curent study as a functi on -eyhtacticfeatupesimtkeer 6 s us e
following section, the relevant existing literature that addresses the vowel system of Pidgin is
discussed. While Sakoda and Siegel (2008) is heavily relied upon txtdrare the phonology
of Pidgin vowels, this section also relies dhey phonological studies of Pidgin to provide as
complete a picture of Pidgin voweds is possible using existing descriptigBekerton & Odo

1976; Odo 1977; Wells 1982). ImportantBach of these accounts of Pidgin vowels identifies a

%2 This work is based on interviews conducted with both Pidgin anePidgin speakers from 1973 to 2004.
% presumably, acrolectal speakers eveot addressed separately because of the purported similarity between
acrol ectal Pidgin and Hawai &i Engl i sh.
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significant amount of interand intraspeaker variatiordue to nature of the creole continuum

(Sakoda & Siegel 2008: 218) and the fact that most speakers are bilingual in English

2.4.2.1.A note onthe representation of vowel classes

Before discussing Pidgin phonology, it is necessary to address the issue of how vowels
will be represented in this dissertation. Linguists study English vowels vary in the
terminology they use to discusategories of vowels, and this often correlates quite well with
where (or in what schoolhé linguist was trained. There are two common methods of
representing vowels in the existing literature that deals with variation in English. The first is the
Wells (1982) system of representation, which is commonly used byAnmrican linguists. This
system uses words in which a particular word is fountiustratethe vowel sound itself (e.qg.,
Gooskrefers to the vowel /u/, armRAP refers to the vowel /ge The® words are represented in
small caps to make it clear that the lexical set is beifegenced, not the word itseffable 2.1
shows the Wells | exical sets along side | PA
English (these realizations are béi&® observations made in Drager et al. 2013 and Kirtley et al.
forthcoming). Example words are also providedeach lexical set in table 2.The second
common method of vowel representatisthe Labovian method (used commonly by American
linguists),whereshort vowelphonemesre represented as unary (e/g. refers to a mid front
lax vowel with no offglid¢ and long vowel phonemese represented as vowafglide
sequences (e.g., /iyl refers to a high front tense upgliding vowel) (se@raggr & Bloch 1941,
Labov et al. 1972Labov et al. 2006 While both of these systems are more transparent when
discussing variation than using IPA symbols (which often refer to broad categorical dimensions
that are too coarse to accurately describeatian),theyhave been formulated for English, not

creole systems. Therefore, th@wel categoriesarebiased towards the historical sound changes
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that took place in English and may not apply equally well (ofact, may even be iBuited) to

the creolan question(see Wassink 1999For Pidgin, an Englisbased system of representation
might also be ideologically problematic because Pidgin exists in-g@adogical opposition

with English. Despite these potential difficultjeEnglish is the main Iéier language for Pidgin,
and it is therefore quite likely that sound changes in Pidgin would parallel those found in
English.

Table 2.1.Wells (1982) lexical sets for English, along with IPA representations of these lexical
sets in Hawakxkamplewerdsg! i sh, and e

Wells (1982) Hawai @i E | Example
Lexical Sets IPA representation words

FLEECE [i] eat, cheese, beam, peel
KIT [ @] ship, kid, dim, bill

FACE [} late, fade, pain, malil
DRESS [6t step, bread, tent, sell
TRAP [a] tap, bad, man, valley
GOOSE [(j(ul- boot, fruit, room, rule
FOOT [G] book, good, put, pull
GOAT [0] soap, road, home, toll
THOUGHT [ 6] hawk, broad, lawn, fault
STRUT [ A] cup, rub, hum, pulse
LOT [ 6] stop, sob, mom, solve
PRICE [ ripe, side, fine, mile
MOUTH [ out, loud, sound, towel
CHOICE [°& voice, noise, coin, spoil

As a middleground, this dissertation devises and employs a modified lexical set system
(based on Wells 1982\here Pidgin words take the place of their English counterparts. To help
represent Pidginbés status as a |l anguage separ
AppendixA) is used in each representative lexicalsej.,CHRAEPIS a representation of the
Englishwo r d o Pidgia psihg Odo orthography.similar system is implemented in

Sakoda and Siegel (2008t they use English words and English orthography to represent the
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lexical sets” The system used in this dissertation is representedlm22. Each word denoting

a lexical set was selected in part based on the words seleciadkdya and Siegel (2008), and

in part based on what the autlielt constituted a more appropriate lexical item based on

| anguage wuse | n Hatnghattthough these laxisal sat$ aseaneamtaa be h
analogs of those created by Wells (1982), sombeofexical sets are not useful in Pidgin; hence,
these lexical sets are not included as separate vowel clagaegple words in Pidgin are also
included for each lexical set.

Table 22. Correspondence of IPA vowel symbols to Wells (1982) and the lexical sets discussed
in this dissertation.

Vowels Wells (1982) Grama (2015) English Example
(IPA) Transliteration Pidgin words
hl FLEECE SHCHRIT street kip6 k e aighéon e &lid 6
6cl eanb
lel FACE FES face pleté p | afte@ddba,f r ¢
dren6dr ai no
| ®/ KIT STIK stick nikom i c kied réifib €
6find
/ 0/ DRESS JRES dress step6 s t seqdds,atend ¢
60t enbod
leel TRAP, BATH>? CHRAEP trap taegp 6 t abaedd b andaén,
6manéo
Jul GOOSE SHUTS® shoots buté b o fut &df, r i t
6r oomb
ljul FEW’ FYU few nyuzoé n e wis® y shaud |
6f umed

% Sakoda and Siegel (2008) provided the inspiration for the system described in this dissertation.

¥ Wells (1982) describes thaTH lexical seth u s | BATH woréls belong phonetically witrRaPin GenAm

[(i.e., they are realized azdl}], but withPALM andSTARTIN RP [(i.e., they are realizedas// ) ] 6 (134). Thou{
merged withTRAPIN most mainland American varieties, certain regions ,(éhg Mid-Atlantic region of the U.S.)

exhibit a spltTRAP/BATH system (for more, see Labov et al. 2006:-179).

% The Pidgin wordshutscan be used either to express consent or agreement, airnt (@), mean fisee you |
in (b) (often used wh den:

(& gai:yu laik wan bia?
aDa gaishuts!

(b) grl: ho so leit! ai get wrk sun!
aDa grl:shuts deh

3" FEw contrasts with500SEIn postapical position in some English varieties (etgon/tun/ vs.tune/tjun/), which
is relevant when discussing Pidgin.
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/ol GOAT JOK joke sopd s 0 epdr, o hothd

O0homeod

/ &/ FOOT FUT foot putd p ugtdd g o duk 6
Obookd

I Al STRUT STAF stuff fasé f utabsd @ ,uhbnd ,
O0humo

lal LoT, PALM*® LAT lot stap6 s t ma@ddn, oswvan,
O0swanbo

/ 'O/  THOUGHT, CLOTH® TAWK talk hawké h a vbloddo b r a

lawno | awn o

/ai71— PRICE PRAIS price raipo r i qaid®@s, i fdir ¢
0fineod

Jadf MOUTH HAUS house auté o uauao, | o sadnd
6soundd

ok CHOICE BOIZ boys VOISO v 0 ingiz & ,0,i ¢

koinb6coi no

In this dissertation, Pidgin vowel classes are referenced using the lexical sets proposed in
table22i n t he col umn h eWhee EBnglishGxicalsets afe 2e€etericgdpthey
take the Wells (1982) form. Vowels beéafr/ are not considered in this dissertation, and so no

Pidgin lexical sets are proposed for th&m.

2.4.2.2 Phonology of Pidginvowels based on auditory analysis

Sakoda and Siegel (2008) describe basilectal Pidgin as having awwevehsystem with
three diphthong®RAIS, HAUS, andBoiz. Baslectal Pidgin does not distinguish high lax vowels
from high tense vowels, so there is no distinction betvegegmRITandsTIK, nor is there a

distinction ketweenFuT andsHUTS (222). They describe what might be callesHgHRIT-STIK

3 paLM is described as comprising only a few high frequency words in Englishféhgr ma, pa); it is otherwise
comprised of borrowings into English (e.Bach facade spg sonatalegatg (Wells 1982).

I Wells (1982) describes ttmoTHl e x i ¢ al s@aTHwotdsibelong phongtieally wittHOUGHTIN

GenAm [(i.e., they are realized &)}, but withLOT in RP [(i.e., they are realizedag/) ] 06 (136 )LoT As wi t h
andTHOUGHT, there is rgional and idiosyncratic variation in the pronunciatiorcodTH.

“ I/ influences the realizations of vowels substantially, so much so that Wells (1982) often uses different lexical
sets to refer to vowels before /r/. While the behavior of certain vdveétse /r/ is certainly a topic of interest, a
consideration of time made it difficult to incorporate vowels in this environment. In Pidgirvqasstc /r/ is

described as being vocalized in wdrd n a | positi d@lhorfoegengrally fomdl m basileatabvarietes o
(e. g. , odp (vakodd & Sidged 2008: 226). The onlydolored vowel in basilectal Pidgin i&], found in
stressed positi on &d]({see alsoehr distsson of ir/ kealized &cioss thasiledtaband mesolectal
speakers in Odo 1975).
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lexical set as occupying a large space in the high, front area of the vowel space, from relatively
tense {pto laxer [i]. Likewise, what mighbe called thesHuTSFUT lexical set ranges from a
relatively tensed] to a laxer [u]. Raised and tensed productionstof andruT are most evident
in stressed syllables and monosyllabic words (222) sagérITis described as being generally
laxer tharthe FLEECEtypical of English speakers. These observations are corroborated by
Bickerton and Odo (1976: 63), who state that the phonetic sequences [bitffanthjbrefer
equally to the wordbeator bit in Pidgin®** However, Bickerton and Odo suggest that this raising
is contexifree forbothhigh front and high backowel tense/lax pairs. Sakoda and Siegel (2008)
report that mesolectal speakers of Pidgin exhibit generally distinct high vowel paisr(k &s,
gererally distinct fromsHCHRITandrFuUT is generally distinct fronsHUTS) (224). Furthermore,
they report that raising and tensingsaofk andrFuT are both salient markers of basilectal Pidgin
speech (224).
Sakoda and Siegel (2008ptethat the mid vowelseEsandiok may be realized as
monophthongal or diphthongal depending on phonological environresis. monophthongal
wordi nt ernally before a voicelessmkixonsonant (e.
monopht hongal precedi ng dandSiedekrepgrt.that bftthnidn] o6 h o m
vowels are realized as monophthongalwbrd nal |y (e. g., [ dmkhl 6dayod,
other environments, Sakoda and Siegel (2808pest thatesandiok are diphthongal.
Bickerton and Odo (1976) corroborate thesandJjok are monophthongal wofihally, and
further suggest that monophthongal realizations of these mid vowels are more common as speech

rate increases (881).*? Sakoda and Siegel do not report mesolectaliRidg exhibiting any

“!Incidentally, these words are both writteihin Odo Orthography (see Appendix A).
“2Both Sakoda and Siegel (2008) and Bickerton and Odo (1976) olisen\Ridgin speakers produce less
centralized vowels in unstressed syllables that many English varieties would rednja@ {dh[ This feature has

29



differences in comparison to basilectal Pidgin. Wells (1888) observes that Pidgin mégck
a distinction betweeresandJres though this finding is not corroborated by the rest of the
literature on Pidgin.

There is no distinatin between the short front vowakesandcHRAEPIN basilectal
Pidgin, as both are realized ##;[however JrResmay be raised taj in all environments
(Sakoda &Siegel 2008: 222). In mesolectal Pidgin, these two vowels are described as more
closely approximating their English counterparts; thatREscanbe realized ag)] andCHRAEP
canbe realized as [ee] (225). However, Sakoda and Siegel also suggesirhahasolectal
speakers may not exhibit a distinction betwgersandCHRAEP, but they do not descrilay
factors thamight motivate this lack of a distinction. In addition, Bickerton and Odo (1976
observe thaiREsl ower s i n the presence of /I / (e.g., [
speakers have generalized this lowering to include amphstiuents (e.g[frPH] driendg [rPs]

Gest§ [sbH] Gendd (78).

The low back vowelSTAF, LAT, andTAWK are described as beingone ofseveral
relationships. For both basilectal and mesolectal speakers, Sakoda and Siegel (2008) state that
STAFvaries freely betwee®[] a nd [gétjould e lombgh@ous withot Sakoda and
Siegel also report thanT andTAwk may both be pronounced &, {3 suggesting thatat and
TAWK maycomprise a single lexical set in Pidgin (2223). On the other hand, mesolectal
speakers may pronouncaT andTAWK as either @] or [Q. Sakoda and Siegel contend that this
neu ralization occurs for people inwoHawai @i who
THOUGHT merger (224225). Odo (1977) corroborates the variable nature afAh@ndTawk

lexical sets, observing that some speakers exhibit variable pronunciationsignwerthe same

also been noted for Hawai @i English (Sato 188uthis 135) .
phenomenon merits further inquiry.
“3I'Qis perhaps an ilsuited representation ®Awk (Donegan p.c.); | reproduce the symbols here for consistency.
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lexical items. With this in mind, there are three logically possible systems involving the three
low back vowels in Pidgifi:
1) A two-way distinction, whereAT-TAWK form a single lexical set that is realized as
[Q or [6], andsTAFis realized asq | .
2) A two-way distinction, whereAT-STAF form a single lexical set that is realized as
[6] , TAwisirealized as().
3) A threeway distinction, whereawk is realized as@ or [0], LAT is realized asq ] ,
andsTAFis realized asA.
The®e observations are corroborated by Bickerto
distinction betweenAT andTAwK in Pidgin. However, their data does not suggestiamand
STAFmMay be realized as overlapping.
The diphthong®RAIS, HAUS, andBoIz are not described by Sakoda and Siegel as
differing in their realizations from English, except thatz varies freely in pronunciation
between'D]d@and [apin both basilectal and mesolectal Pidgin. However, Bickerton and Odo
(1976: 63) observe thatdighb ngs i n Pidgin are characterized
what is found in English (e.g., [ae}-d§ [has} dhow§ [boe}doyd.*
A summary of the findings from the existing literature on the phonology of Pidgin can be

found in table & below:

4 Sakoda and Siegel also make reference tesh® lexical set, which they describe as inably realized asd).

For the purposes of this discussieaim is considered as the same lexical satsasin Pidgin (see §6.1.1).

“>The transcriptions provided by Bickerton and Odo (1976) are potentially misleading, as centralized offglides are
not aypical of English dialects (cf. Donegan & Stampe 2009). It is possible that what Bickerton and Odo notice has
at least somewhat based on claims that Pidgin is a syliatel language (compare English, which is a sttiessd
language; Vanderslice & Pieng 1976: 157). This means that in Pidgin, diphthong nuclei and offglides likely

exhibit more similar durations than what is observed in English, which might lead to the percept of centralization.
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Table 23. Summary of vowel phonological system of Pidgin (based on Bickerton & Odo 1976;
Odo 1977; Wells 1982; Sakoda & Siegel 2008) with IPA symbols and lexical sets proposed in
this dissertation.

Vowel Basilect Mesolect
SHCHRIT i,ij(lax) 1,1

STIK [ )

FES e e en e
JRES k,0, e 0, b
CHRAEP X x, b
SHUTS u u

FUT u a

JOK o0& o od; o
TAWK O 0, 6

LAT (0] 0,06
STAF 0 A6 , A

PRAIS ggbi_aek e
HAUS 08 ack 60k
BOIZ oéh Gy oel  odhy @y oel

No vowel length distinctions are reported for Pidgin in the existing literature; that is,
overlapping pairs (e.gSHCHRIT-STIK) are not described as exhibiting different vowel lengths.
Therefore, the claim in phonological descriptions of Pidgin appears to be that overlapping vowel
classesre a single phonemelowever, as work by Sabino (1996) and Wassink (12001,

2006 haveshown, there might be good reason to expect that vowel length would be a variable of
interestin creoles that are lexified by languages with tdagedistinctions (e.g., English and

Dutch). In fact, the current study demonstrates that vowel length mporiant variable to

consider when discussing the spectral overlap exhibited by vowel classes. This is a point that will

be returned to in 8§2.5.

2.4.3 Acoustic phonetic variationinHa wa i @i English vowel s
Hawai ai Engl i sh andHendedtdimportant tedesbe phhanetit y | i n
variation in Hawai Qi E n g lkinds dfvanatiowwillasse wh en cons

Pidgin. In comparison to other regional dialects (e.g., the Northern Cities; see Labov 2001), less
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work has beendoneanar i ati on i n Hawai i English; howeve

exists to facilitate a discussion of wvariatio
Ongoing work by Drager and colleagues demonstrates several pafteangtionin the

vowel s of idhaFinsgraciis reaizedyals largely monophthongal, similar to what is

observed in the North Central region of the mainland U.S. (e.g., Minnesota and the Dakotas) (see

Gordon 2004), and it is realized in a lower and slightly backer position relatueszoe*° In

the short front vowelgIT, DRESS andTRAP, the vowel realizations of youagspeakers differ

markedly fromthoseof older speakers. Drager et al. (2013) reporttRaris retracted for

younger speakelsee table 2.1)and it exhibits no grnasal diphthongization that is

characteristic of other dialects, dilCalifornia English (Eckert 2008) They also find that males

produce lower, backer variantsiof andbRESSIin comparison to females, but no gender effect

is found forTrAP. Additionally, Drager at al. (2013) demonstrate that short front vowel

realizations vary based on whether a young speakeregpeifts an ability to speak Pidgin. For

young speakers who report an ability to speak Pidgin, Drager and colleagues find ihat

higher in comparison to young néhdgin speakerfRessis realized with a backing offglide,

andTrAP has a higher onset with a ldvacking offglide(compare with realizations noted in

table 2.1)
Hawai @i English al so esx¢randiHOUSHT, W@ vowelst i on i n

that are variably distinct throughout the mainland U.S., are merged for young speakers of

H a w aEinglish (Hay et al. 2013; Kirtley et dbrthcoming, though older speakers are reported

to have a clear distinction between the two vowels (Wells 1982: 650). Furthecoossg,

“® These findings are from spontaneous data from Kirtley etoath€oming. They also report wordlist data, where
they find that midpoint values 6RCE andFLEECEare quite overlapping.

“" Despite this, the midpoint aRAP before nasals is fronter andghier relative to other phonological contexts in
Hawai @i English speakers (Drager et al. 2013: 43).
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exhibits a relatively fronted nucleus in pastronal environments for younger speakers (Kirtley

et al.forthcoming, and youngémalesxhibit a fronted midpoint icoosErelativeto older

speakers, indicating a change in progresgpparent timéSimpson et al. 2014). Both old and

young females also exhibit a preference for fronted pronunciatiarsaafin postcoronal

environmats, andsoAT is lowering in apparent time (Simpson et al. 20f4Jowever,GoaT

does not exhibit fronting in apparent time, and the vowel is realized as back and monophthongal
(Kirtley et al.forthcoming. The apparent lack of fronting abATcorroborats Sat od6s (1993
135) observigon thatGOAT is more monophthongal than mainldadglishvarieties (see also

Odo 1977). The high back lax voweboTis centralized in all phonological contexts for young

speakers (Kirtley et alorthcoming, similar to itsrealization in California (Eckert 2008).

Finally, diphthongs i n ikthewealifaiionstRcEsl i sh e xh
realized with a raised nucleus and offglide when preceding voiceless segments (Kirtley et al.
forthcoming, similar to what$ observed in other English varieties (e.g., Canada)p{Labal.

2006). HowevernyiouTH is realized quite differently from what is found in mainland U.S.
dialects.The nucleus of10UTH is locatedn a low central area of the vowel space terdhinates

in the space occupied hpT andTHOUGHT over its duratiori.e., the vowel sounds something
closer to ] rather than [&] or [a2)] of the North American mainland) (Kirtley et al.

forthcoming. Compared to /aw/ in the Atlas of North American EnglisbytHi n Hawai Qi
appears much backer relative to other dialects. There is no marked difference in realizations of

CHOICEI n Hawai @i relative to ot heforthcéemingt h Amer i ca

“8 postcoronal environments also have a lowering effect on the midpo#o$EandGOAT in female speakers of
Hawai @i English (Simpson et al. 2014).
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2.5. Acoustic gradience and vocalic variation

While studies have described the phonology of Pidgin and there is some work addressing
the acousticwvai ati on exhi bited by Hawai @i Engl i sh,
vowels that uses acoustic phonetic analysis. It may be the case that autditgsisalone is
sufficient when identifying phonological trends over time; howeter current studgrgues that
more sensitive measures are required when investigating v(amelsndeed all phonetic
segmentsjor three reasons. First, vowels themselescharacterized by acoustic energy that is
distributed over time. Therefore, they are by definition acousticallydmsmrete, though they are
perceptually categorical (Fry et al. 1962). Second, thegnasving body of variationist research
has shownltat speakers exhibit principled variation in vowels that is measureable thhsugh
lower twoformants*® where F1 is correlated with vowel height and F2 is correlated with vowel
frontnesqsee e.g., Labov 2001; Clopper et al. 2005; Labov et al. 2006|_e\&lR009). These
changes in vowels are often only detectable when measuring formant values, and thus require
sufficiently sensitive tools to capture smalémale variationFurthermore, gradient measures can
be applied to other acoustic characteristicthefspeech stream, such as vowel duration. While
no existing work on Pidgin describes the language as exhibiting phonemic vowel length, work by
Sabino (1996) and Wassink (192®01, 200psuggest that vowel length is a feature which
creoles can employ wistinguish vowel categories. That is, even if vowels exhibit spectral
overlap in F1/F2 space, they can still exhibit temporal differences which might serve to
distinguish the vowel categories. The current study shows that vowel length is anminporta
feature to consider when analyzing variation in vowels. This kind of variation, however, is most

effectively characterized using quantitative acoustic measures.

“9 By principled variation, | mean variation that is distributed across test categories (e.g., gender, social class,
phonological context) in predictable ways. This term can be contrasted with random variation, where test categories
do nothing to help explain whspeakers exhibit the variables they exhibit.
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Third and finally, regardless of the prowess and experience of the linguist, the human ear
and mird will always exhibit a certain bias when perceiving the relative articulatory position of a
vowel (Lisker 1988; Kent 1996). Rigid acoustic measures, such as those used in this dissertation,
are a way to create a relatively unbiased, objective accoumt @fdy vowelsre realizedor
any speaker. Acoustic analysis of this kind is common practice in sociolinguistic research;
however, it is much legzrevalentin creole studies. Despite this, studies of creoles which have
focused on acoustic phonetic vaioat (Veatch 1991; Sabino 1996, 2012; Wassink 12091
have been successful in explaining some of the complex variation that has been alluded to in
phonological studies of creoles based auditory analysis. Wassink Q@3 for example,
demonstratesait despite obvious influence from the main lexifier language on vowel quality,
acrolectal Jamaican Creole speakers exhibit significantly different vowel spaces in certain ways
(e.g., in vowel length) from Jamaican English speakérgs,attention must bpaid to this
acoustic gradiende order to describe vocalic variation in Pidgin over time, gender,
phonol ogi cal cont ext , usendPidgm motphsynts Thespdcifict o a
methods of acoustic phonetic analysis that were used for the study reported in this dissertation
are presented in Chapter 3.

The goal of the preceding chapter is to establish that there is a significant void in the
literature egarding thecoustic variation exhibited by Pidgin. It is the goal of this dissertation to

fill thatvoid to some extent. The following chaptksscribeshe methods used to addréise

S

guestion of acoustic variation in Pidgin over age, gender, phonological cantexd, a s peaker

use of Pidgin morphsyntactic features
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CHAPTER 3

METHODOLOGY

The main questiathis study seeks to addrem®how vowels have changed in Pidgin
over time as a function ofienderphonological environmentsnd to what extent Pidgin
morphasyntactic items influence the production of vowdls explore this, the study uses both
real and apparent time data taken from archivedfdatatwo corporahatwerecollected for
other studies’ This data was appropriate answer questiorsf language change over time
because they represented independendamplings of the community 30 years apahat the
data was already in existence was also preferable, as the author was not a native speaker of
Pidgin and therefore would not have been ébleliably conduct an interview in Pidgin.

Finally, the data offered a broad range of interviews with Pidgin male and female speakers of
many different ages. This made it likely that a balanced data set could be created from these

corpora, with even nunaps of speakers across age group and gender.

Despite this, there were several challenges that organizing the data for analysis presented.

Because the data were not designed to address the current research question, tienwete
digitized,and theywere noffully transcribedr timealigned, all of which are required for the
methods outlined in this chapt&Thus, it was necessary to spend a great deal of time preparing

the existing data and putting it in a form that was both analyzable and, inthottaatwould

0 The focus of the research associated with the 1970s corpus (referred to here as the BC c&flifpsee

discussion of the corpora) was describing the linguistic structure of Pidgin, includingleghiriook at the

phonology and morpheyntax of the language. For work based on the BC corpus, see Bickerton and Odo (1976)

and Odo (1975, 1977). The 2000s corpus (referred to here as the IV corpus; see 8§3.1) sought to update the
knowledge gained from researborn out of the BC corpus for a more contemporary look at the structure of Pidgin.
For work based on this data, see Sakoda and Siegel (2003, 2008).

Kent Sakoda has informed the researchers working on
some interviews from the IV corpus had previously been transcribed, but we have been unable to locate the
transcripts.
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produce a reliable estimation of the vowel spaces of the speakers in question. This meant
constructing a dataset from existing data as if the intent of the original studies had been to
conduct variatiorffocused acoustic phonetic analysisthis chapter, | will describe how this

was achieved (see also workflow chart in Apper@ixFirst, | describe the corpora that were
available for analysis and how | selected interviews from these corpora for ar&8ys)s Then,

| address how eachterview was transcribed and prepared for acoustic ana§&®,(andl

discuss how the Pidgin Density Measure (PDM) was calculated, and focus on some of the
insights the score provides as a data point it§8If3). Following this, | discuss how tfiadings

of this study will be represented, focusing specifically on how vowel distributions are graphed

(83.4) and how inferential statistics are implemengiy).

3.1. Interviews, their content and selection criteria

Interviews were selected from tworpora: the Bickerton Collection (BC) corpus and the
I nfl uences and Variation in Hawai @i Creol e En
accessed througkai pul eohone, the University of Hawai @
recordings. TheB€ or pus consists of a wi deormnarmmane of r e
H a w abiorl L1 speakers of various languages across the Hawaiian Islands. These interviews
were mostly conducted between 1970 and 880 contrast, the IV corpus consists mainly of
recordings-bernhPHdgwgandsepeakers from Odahu, Bi
extent, Maui. Interview styles also differed between the two corpora. In the BC corpus, the
interviewer tended not to be previously acquainted with the intereieB@ interviewers also
tended to ask about Pidgin and its perceived

in the IV corpus. IV interviewers, in contrast, tended to be previously acquainted with the people

%2 A later batch of recordigs (the Sato recordings) was collected from many of the same male participants
interviewed in the BC corpus to provide longitudinal data to address issues of decreolization. These recordings were
conducted in the 1990s, and they are not analyzed here.
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they were interviewing® Furthermoremetalinguistic discussions of Pidgin were often (though

not categorically) avoided. For both corpora, however, a strong focus was placed on getting the
interviewee tdawk stawrio t al k st oryd, that is, discuss hi s/
constuct narratives, and (especially in the case of relatively older speakers) describe life as it

was in the past.

Selecting analyzable interviews from both of these corpora proved challenging. While
many of the interviews were traditional, eoe-one intervews, manythers(especially in the
BC corpus) were recordings of television and radio programs. After narrowing down only those
recordings which involved interview or conversation data across both corpora, there were
approximately 320 potentially analydalvecordings available. However great mangf these
recordings were unfit for acoustic phonetic analysis for a variety of reasons. First, many
recordings were made in natheal conditionswind, background noise, static and feedback made
it difficult (and in some cases, impossible) to extract reliable acoustic speech data. Second, not
al |l recordings were |l ong enough to provide en
space’” Third, recordings were often made involving more than two interlocinck,
overlapping speech can be problematic when attemptinge&sure andxtract formants. Many
of the interviews had an additional issue where certain speakers would feature prominently for
some stretches and then not speak again for the remaindeiirdbthriesw. This made it difficult

to gauge ahead of time how much speech could be reliably extracted from any one speaker.

>3 0n more than one occasion, the interviewer was dating or was good friends with the interviewee.

't is somewhat tricky to establish exactly how many Vv
vowel space. This depends on how many vowels @uerén the language, what phonological environments these

vowels appear in, how frequent the vowels are, among other considerations. Following Labov et al. (2006: 36),
approximately 300 vowel tokens per speaker was the target number of vowel tokensfwrehestudy. For this

study, approximately 340 vowel tokens per speaker were analyzed (see §3.2). This meant that certain recordings

(e.g., those under 10 minutes in length) would not have provided enough speech from which to extract the requisite
numbe of vowels to reliably map a speaker6és vowel space.
for the current study based on this criterion.
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Additionally, it was often the case that appropriate metadata was not available for speakers who

may otherwise have been analyzaBle.

Outside of these constraints, there were several issues that arose that further limited the
number of available recordings. Because of th
was important that every speaker be born and raised on the i§landsocal)>® However,
many of the recordings were of people wimmigratedt o Hawai Qi later in | if
unclear whether the Pidgin they spoke would be comparable to Pidgin spoken by Locals born
and r ai s e dherefare, thessvracordingsere not included in this dissertation.

Additionally, many recordings contained speech that was not discernibly Pidgiother

constraining factor was the desire to create roughly equivalent age pairings between the two
corpora. This proved difficult, agpeakers in the BC corpus tended to bd3§ears older than
speakers in the 1V corpus (see average breakdown in table 3.1). Perhaps the most constraining
factor, however, was that interviewers did not speak Pidgin uniformly across the recordings. This
was especially the case in the BC corpus, where many of the interviewers were themselves not
Pidgin speakers. The speech of the interviewer is an important variable to consider, as work on
speech accommodation has demonstrated (see, e.g.etaleE991) and an interviewee is less

likely to speak Pidgin if his/her interviewer speaks English (see findings by Marlow & Giles

2008, 2010). Ultimately, this constraint proved to be difficult to completely account for, as the

list of available recordings withppropriate metadata adPidgin speaking interviewer was

®This was particularly problematic when tedérttispeaker 6s :
dissertation, the archive contained very little metadata for these corpora, so | listened to the interviews and coded the
met adata, when available, from the interviewds content
discussed, and is not something that can reliably be extrapolated based only on speech.

®See A2.1 for a definition of ALocalo.

*’|f interviews were not Pidgin, they often were in English, Japanese or, in at least one case, Hawaiian. Interviews

that may have been constd as English (e.g., had few morphymtactic markers of Pidgin; see 83.3) were

generally avoided, even if the interviewees sounded like they were speaking Pidgin.
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small (approximately 30) relative to the total number of viable recordings. In order to create a
balanced dataset, three speakbftalia (old BC female), Victor (younBC malg, and Eddie

(young BC nale),were chosen who were interviewed by a-fioent Pidgin speakef As a

result of these constraints, a total of 35 speakers over approximately 80 recordings were
available for analysidtrom this, 32 speakers (16 from each corpus) were chosen thét thes
above constraints. A general breakdown of the groups can be found in table 3.1, and a specific

breakdown can be found in table 3.2.

Table 3.1.General breakdown of corpus data demographics.

Speaker Gender Mean Age Mean D.O.B.

old BC 4M, 4F 63 1912
young BC 4M, 4F 36 1937
old IV 4M, 4AF 48 1958
young IV 4AM, 4F 22 1985

Table 3.2.The demographics of speakers used in the current;sdlidgmes are pseudonyms
age reflects approximate age at the time of recordihgther informationinterpreted from
interviews or listed in interview metadata.

Speaker Age & Gender Rec. D.O.B. Island Ethnicity  Highest Occupation

Corpus Age Education
Attended
Joseph  old BC m 69 1906 Big Portuguese no high retired
Island school plantation
worker
Kawika old BC m 79 1896 K a u i Hawaiilan not known retired motel
owner,
fisherman
Kimo old BC m 54 1921 Od al Part high school retired roofer,
Hawaiian plantation
worker
Manny  old BC m 58 1922 Big Filipino high school farmer, real
Island estate
Kaimana old BC f 57 1918 O& a | Hawaiian high school retired
Haolé'
Keiko old BC f 55 1918 Ka u ¢ Japanese high school home
management

*8|n each case, it was clear from the interview that the interviewee and interviewecdraébetable relationship
with one another that was established prior to the recording itself.
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Malia old BC f 64 1911 K a u ¢ Hawaiian high school housewife
Miki old BC f 68 1907 K a u i Japanese high school retired barber
Danny young BC m 30 1942 O al Filipino high school floorer
Eddie young BC m 39 1936 Od al Part high school construction
Hawaiian worker
Glen young BC m 25 1944 Big Japanese high school contract
Island laborer
Victor young BC m 37 1938 K a u i Portuguese highschool not known
Delia young BC f 35 1940 Big Filipino high school adult
Jane Island education
instructor
Leilani young BC f 42 1933 K a u i Hawaiian high school housewife,
retired
entertainer
Mona young BC f 48 1927 Ka u i Filipino high school notknown
Lisa
Teresa  young BC f 35 1940 Koa u i Filipino college air national
guard
Grant old IV m 56 1951 Oa a | Japanese college government
worker
Keoni old IV m 40 1967 Big Part high school not known
Island Hawaiian
Kevin old IV m 52 1955 Big Hawaiian  not known unemployed,
Island ex-
military/farmer
Palani old IV m 44 1963 Big Part not known shopowner
Island Hawaiian
Carla old IV f 46 1961 Big Portuguese high school unemployed
Island
Kahea old IV f 42 1965 Ka u i Part high school ranch worker
Hawaiian
Lani old IV f 49 1958 Od al Part high school housewife
Hawaiian
Pua old IV f 58 1949 Od al Part high school not known
Hawaiian
Eric young IV m 21 1986 Big Chinese, college student
Island Filipino,
Hawaiian
Kaleo young IV m 22 1985 Maui Hawaiian, college student
Korean,
Haole
Alika young IV . m 21 1986 Big Japanese college student
Island
Myko young IV m 22 1985 K a u ¢ Portuguese college student
Lena young IV f 19 1988 Ka u ¢ Filipino, college student
Japanese
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Mina young IV f 21 1986 K a u i« Japanese, college student
Haole,
Chinese,
Hawaiian
Sarah young IV f 24 1983 Od al Chinese college M.A. student
Starla young IV f 23 1984 Big Hawaiian, high school not known
Island Chinese,
Japanese

a. Haoleis a Hawaiian word thaheansd f o r e i g n 6 alsodorhnoonhgused int Hiat@vaeand i
6 Wh i In each .of the cases reported hétaplewas used in the existing metadata to describe the
interviewee. It is not known if the interviewees themselves identified as Haole.

3.2. Transcription and acoustic analysis

All interviews were transcribed and tiradigned using Transcribéf.Between 1,500 and
2,800 words per speaker were transcribed, depending on how much speech was available for that
speaker; just ®@r a mean 22 minutes were transcribed per speaker. gaiaatwere taken to
ensure that the amount of transcribed speech was uninterrlipieavas desirable because it
increased the likelihood that an interviewee would use roughly the same speech style with the
same interlocutorthus potentially reducing themount of variation across interviewsowever,
the nature of the datometimesnade it difficult to transcribe 20 minutes of continuous speech.
External noise (e.g., wind, traffic), sensitive material, overlapping speech, and recording
imperfectionge.q., static, feedback) often made it necessary to skip a (sometimes significant)
portion of the interviews until conditions became more appropriate for data collection.
Transcribing overt discussions about Pidgin was avoided, as this often resuledpedker

codeswitching into Englis§° Table 3.3 is a summary of the total words transcribed, the

¥ Though the interviews were in Pidgin, all interviews were transcribed using English orthography. This was done
in order to ensure proper foreatignment(or, the automatic alignment of segmental information and transcribed
orthographic information)as the HTK forcedligner(Young 1994) on SOLIS (Drager, in prep)not formatted to
recognize Odo orthography (sAppendixA).

9 There are exceptions to this temcy to codawitch (e.g., in the interview with Alika), but these instances were
avoided so as to create as uniform a dataset as possible.
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duration (in minutes) of the transcribed portion, and the words per nfiMi®) transcribed for

each speaker.

Table 3.3.The duration of time in minutede total number of words, and the words per minute

for each transcribed speaker.

Speaker Age, Corpus, & Total Time Word WPM?
Gender Transcribed Count

Miki old BC female 2614 1,669 64
Keiko old BC female 15:13 1,689 111
Kaimana old BC female 18:45 2,324 124
Malia old BC female 27:56 2,766 99
Kimo old BC male 30:30 1,508 49
Kawika old BC male 19:42 2,358 120
Joseph old BC male 21:16 2,744 129
Manny old BC male 32:06 2,831 88
Mona Lisa young BC female 18:40 1,858 100
Teresa young BC female 26:58 1,930 72
Delia Jane young BC female 18:17 2,099 115
Leilani young BC female 22:59 2,311 101
Danny young BC male  19:36 1,735 89
Glen young BC male  19:15 1,777 92
Victor young BC male  14:42 2,045 139
Eddie young BC male  19:23 2,245 116
Pua old IV female 28:50 1,707 59
Lani old IV female 14:05 1,727 123
Carla old IV female 13:32 1,927 142
Kahea old IV female 15:09 2,201 145
Kevin old IV male 18:36 1,910 103
Keoni old IV male 14:11 1,952 138
Grant old IV male 17:06 1,976 116
Palani old IV male 30:05 2,063 69
Mina young IV female 33:42 1,840 55
Lena young IV female 27:30 1941 71
Starla young IV female 24:09 1,966 81
Sarah young IV female 20:24 1,984 97
Eric young IV male 27:37 2,018 73
Myko young IV male 21:48 2,038 93
Kaleo young IVmale 17:23 2,230 128
Alika young IV male 11:55 2,142 180

a. The WPM value is rounded to the nearest whole integer.
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These transcripts were uploaded to the Sociolinguistics Server (SOLIS) at the University
of Hawai &i a t-alighdd mtahe segnmeldivel bhyoHTIK fercedaligner (Hidden
Markov Model Toolkit) via LaBBCAT (Fromont and Hay 2012), a wélased tool that allows
concurrent access to transcribed data in Praat (Boerddigd28n open source speech analysis
progran® and Transcriber (Barras et aD00), a speech annotation program. The foedpher
bases its alignment by pairing the wavefaignal datgand secondarily, spectrogram
information) in the uploadedwavfile with the orthographic transcripts from Transcriber (see
AppendixD). Theforcedaligner then creates smallaravfiles (corresponding to breaks made
in Transcriber) and aligns phonetic information stored in a remote English dictionary with
orthographic information. e phonetic information can then be searched for in eatieof t
smaller files, as in figure 3.1. Each of these aligned segments also resulted in an annotated Praat
TextGrid (figure 3.2), which could be used to analyze and evaluate the data in Praat. These
TextGrids were downloaded and all of them were checked by ihadPraat to ensure the
alignment was accurate. For every analyzed vowel, the identity of the vowel was labeled with its
lexical class so that it could be easily searched for later (see also figure 3.2). Only prosodically
prominent (i.e., stressed) vow&lere coded and prepared for analysis in this way. In cases
where the forcedligner was not accurate (e.g., in the case ofyasdtlic nasals, initial glottal
consonants, and intervocalaterals), the TextGrids were fixed to accurately fit the segnents

guestion. These changes were made following a strict set of rules:

1) The information carried in the waveform was treated as paramount to information in the
spectrogram; the waveform is nedaemporally accurate thahe resulting spectrogram
(Franciset d. 2003).

2) For vowels after voiced or voiceless stops, the burst and aspwaiemcluded in the
preceding consonant segment, not the vowel.
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3) For vowels after /r/, the vowel was marked at the first point where F3 could be described
as relatively steadstate (that is, unchanging).

4) For vowels before and after fricatives, the beginning of the vowel was marked at the
point immediately following the cessation of aperiodic energy. For voiced fricatives, the
boundary between the vowel and fricative was detegthusingheincreased amplitude
in the waveform typical of vowels.

5) For vowelsborderedoy silence(or a glottal stop)thestarting point was marked as the
first high-amplitude vocal pulse evident in the waveform. €hdpoint of the vowel was
marked athe last highamplitude vocal pulse evident in the waveform.

6) For vowels followed by oral and nasal stops, the end of the vowel was marked at the first
evidence of the dampening of pulses in the waveform. In the case of nasals, a dampening
of formants waslso used to determine consonant production.

7) For vowels bordered by /I/, the endpoint of the vowel was marked at the last relatively
high-amplitude vocal pulse; F2 blasting in the spectrogram was used as a secondary cue.

8) All new segments were made at #ezo-crossing of the waveform.

Figure3.1.0ut put from SOLI S of a SHCHRIT Seed2.4.2)lomw e | (he
Lani (old IV female)following accurate forcedlignment (only the first 19 examples shown),
preceding token preparation and asayn Praat.

s

Found 207 results in 1 turn of total duration 874 seconds (Search time: 0 minutes [15084ms])

Export options are at the bottom of the list.
¥ [select all]

. @ [ do | need to say my whole name?
. @ [ was raised in Punchbowd area but hh in the poor
. W [@in the . poor neighborhood . because we didn't have that much money

. @ [we didn't have that much money . and we had a

1
2
3
4
5 @ [@that much money . and we had a lot of people
6 @ [@we had a lot of people around us that hh - uh
7. @ [Min the neighborhood hh um we spend a lot of time
8 @ [@in Hav'ula . so the country kids all speak Pidgin you
9 @ [@so the country kids all speak Pidgin you cannot speak English
10, @ [l speak Pidgin you cannot speak English in Hau'ula . if
11 @ [out | like . the happiest times for me was when
12 @ [ the happiest times for me was when | was in
13 @ [t didn't matter how you speak how you talk no one
14 @ [ you just went with everybody and everybody had fun everybody
15 & mjust went with everybody and everybody had fun everybody would sit
16 ¥ Weve'ybndy and everybody had fun everybody would sit around and talk
17. @ [Mwould sit around and talk story whenever we was in my
18. @ [Maround and talk story whenever we was in my grandma house

19. @ [Mwasin my grandma house we never watch tee vee . hh

%1 This terminology makes a somewhat faulty assumption that formants, which are inherently dynamic, can be

classifiel as steadgtate (see Harrington & Cassidy 1999:69 ) . I n thisg at &@De, sisneaady t o
relative point at which F3 ceases to dramatically rise due to the relative cessation of lip rounding, tongue
bunching/raising, and/or pharyngeanstriction commonly associated with /r/ production (see, e.g., Johnson 2012:
139-140).
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Figure 3.2.Example of aligned TextGrid faklika (young IV male)with vowel markedhere,
SHCHRIT).
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The process dfanscription forcedalignment extraction and checkirfgr accurate
alignmentwas done according to vowel identity fsmch speaker individualf.After it was
established that the variables in question were accurately alfgnednts were checked in
Praat to ensure that formant information would be accurately extracted from eacti\idsee!.
of Praat for phonetically ahaing speech in this way is nsidered standard practice in
linguistics, and using Praat for phonetic analysis has several advantages over other programs
designed to analyze sound, such as Audacity. Most importantly, Praat is specifically designed to
analze human speech, while programs like Audacity are often designed to process and
manipulate sound files more generally. Furthermore, L-&88 and HTK forcedaligner
interface with Praat, meaning that Praat is the most efficacious program to use tolangdyze

amounts oficoustic phonetidata

%2 This was done by using LaBBAT to search for individual segments (in this case, vowels); this process was

executed for the full range of vowels for every speakbis means that over 8,000 lines of transcribed data were

processed in total.

®Each vowel has a formant signature associated with it;
appropriate formant range for each vowel must be specifiedebuser. See appendix E for the information used

during formant extraction.
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After checking each vowel, a Praat sci@ts used to extract information from the audio
files and TextGrid§! See appendix E for a breakdown of the speaker preference information
input to the Praat script used toide formant extraction. The informati@xtracted using the
Praat script included: the identity of the vowel, the word in which the vowel appeared, the
preceding and following phonological environm
fundamental frequenc¢ynd readings of the first three formants, F1, F2 and F3 from seven
equidistant points from 20% to 80% of the vow
data assigned to each vowel: midpoint data and transition data. Extracting formantreatues f
mul tiple points makes it possible to observe
rather than treat the vowel as a single, static midpoint vearea breakdown of the mean

formant values in hertz t80%,seappendixiSpeaker ds vo

All formant measurements were normalized for vocal tract length in order to eliminate
variation caused by physiological (rather thacia) differences among the speakers. In doing
S0, sociolinguistic and phonological differences in voweliguate preserved, and any
conclusions derived from data analysis can be confidently assumed to arise as a result of the
social or phonological faer in question (e.g., age, gender, postonalenvironmenk Values
were normalized using the Lobanamethod (Lobanov 1971; Nearey 1977), a vowsdrinsic
method which compares formant values of different vowels from a given individual during
normalization. This normalization method is among the most adept at factoring out physiological
differences whilgetaining sociolinguistic differences among vowels (Adank et al. 2004). It
converts hertz values to values that are centered on an estimateespaoeketnoid (at 0, 0),

meaning that vowel data is largely represented as a series of values betwedr25@nthe

% This is based on a script by Mietta Lennes (11/25/2004); it was modified by Abby Walker and Katie Drager to
extract additional information (distributed under the GNU Genarhli®License).
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x-axis, and 2.5 ane.5 on the yaxis. Though this method differs from traditional plots that
display formant values in hertz, it creates consistently representative and readable vowel plots.
The formula used in this study is listed in (lpanov 1971; Neary 19775:
O AdQwe

~
Fnpvy is formantn of vowelV, mean is the mean value for formanfor the speaker in

p O

questonan&i s t he standard devi atFipd isthd normalitei e s pe ak

value for formant of vowel V.

The data extracted was then compiled into a spreadsheet. This spreadsheet was populated
with all available data from the speakers (§&4.). This yielded 11,544 vowel instances over all
speakers. This datvas then analyzed using the statistical program R (R Core Team 2013), and
each vowel identity was checked for outliers. All formant readings were first checked over the
duration of each vowel to ensure that accurate readings had been taken by treipr¥at s
Ouitliers were then determined by plotting all instances of a single vowel at the group level and
identifying those which fell ostde the distribution of observed tokéfsn total, 353 vowels
were removed as a result of bad extractind outliercorrection yielding a total of 11,191
analyzable vowels. All of the remaining analysis was done in R, including the creation of vowel

plots and runningf inferential statistics. See Appendixfor a workflow summary of the

% n Lobanov (1971), root mean square is used instead of standard deviation in the denominator of the equation.
However, Neary (1977) and Adank et al. (2004) report L
isunclearmmy this is the case, but in following recent pract
http://ncslaap.lib.ncsu.edu/tools/norm/norm1_method3,pladso use the standard deviation.

% Radical deviations from expected formant patterns (e.g., an Bumament of 300 Hz at 20% through the vowel

followed by measurement of 600 Hz at 30%) constituted inaccurate readings and were treated as outliers and

immediately removed.

%" This was often easily done by visually inspecting the data, as most outliersipvey five or six standard

deviations outside a given vowel s distribution.
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methodology discussed in 83312. SeeAppendixG for the mean Lobanov normalized formant

values from 20%80% across age group, gender, and vowel identity.
3.3. Deriving Pidgin Density Measurescore

As is wellestablished by the literature (¥22.3 andg2.4), the relationship betwee
Pidgin and English is less a dividing line and more a slidaade Pidgin is intrinsically tied to
English in terms of linguistic development. Many words that often occur in Pidgin are also
commonly used i n Hawai @i Englpaushi nostbohveyshl
aentibr el ati vely oénkbér ef amabvel fyi gldbeathareferene f i gur
to a previously established or contextually known lexeme or t8p&0cially, the
interconnectedness of these two linguistic systems is complex and extremely nuanced, as
Aspeaker s o freole|@re §bld o wrdargé the s@listic resources of the creole by
switchingtoacee xi st ent Engl i sh s y38)tTaismuancelisadmetimesl 9 7 1 [ 1
captured by describing Pidgin as basilectal, mesolectal, or acrolectal (see, e.g., Odo 1970;
DeCamp 1971; Reynolds 1999; Sakoda & Siegel 2008), in an attempt to characterize the variety
spoken by hovstructurally similait is with the mairlexifier language. However for the
purposes of this study, it is tmrlaobloegmdtmecs otl ®c
a number of reasons. First, it would not have been prudent or practical to simply assign a speaker
the | abel of, for example, fibasilecto, as it
being used to justify this assigemt Furthermore, it is very likely that some features would be
more | i kely to motivate a rating of nAbasilect

to avoid circularity in using certain Pidgin features to characterize basilectal anderst oth

% Wong (1999) suggestiakaincan be used to add vagueness to an interaction and force interlocutors to rely on
shared knowledge to interpret intended meaning. In this dad§gin can be used strengthen a sense of solidarity in
an interaction by establishing and/or strengthening social ties between interlocutors.
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Second, research has demonstrated that the scaling between basilect and acroleldaseton

and that speakers may exhibitbstantial/ariation even within a single le(#.g., DeCamp 1971;

Rickford 1987; Sato 199Wassink 199p Therefore, thee may be a range of ways for any

Pidgin speakefor group of Pidgin speakers) exhibit basilectal or mesolectal speech. Third, it
would not be possible to verify which I ect th
perspective, and it was ni@asible or practical (given that this study exclusively uses existing

data) to ask a person what they speak (or what they are speaking at a particular moment).
Furthermore, geakersnay not realize or admit that they are speaking Pidgin (or Pidgin

speakes ) because of the hi st or $Addifonallyapeogleinge hege
Hawai di often have different ideas as to what

rely on a selireported ability to speak Pidgff.

Given the nature of theata used in this study, it stands to reason that a nsbtiiddbe
established that captures the nuance of what language people are speaking. The nature of the
collection of this data prevents follemp access to a majority of the speakers and makesét
impossible to control the types of questions asked during the interviews. Therefore, it was
necessary to operationalize an objective metr
speech was Pidgin. One way that this problem has been appraachieer areas that exhibit
this type of potential for codgwitching is by establishing a vernacularity index, or Dialect

Density Measure (DDM) (Van Hofwegen & Wolfram 201 his is a metric that weighs

% In fact, while no speakers openly stated that they were not speaking Pidgin on the recordings, only a handful of

the 32 speakers analyzed reported they were currently speaking Pidgin.

O Despite this, selfdentification as a Pidgin speaker may well be one salient social factors that correlates with

linguistic behavior (see Drager et al. 2013). To some extent, it mi@gbaénportant that a person is able to speak

Pidgin and more important to some extent that a person identifies as a persbmesdpeak Pidgin.

“"The use of the term fAdialectd here merely sarves to r ¢
address the issue of multiple languages/lects used fluently by a single speaker. The existing research on Pidgin casts

no doubt on the fact that Pidgin is a language separate from English.
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elements in the language/dialect as relativecetdirs of the language being used. Van Hofwegen

and Wolfram (2010) warn that thissemetimes criticized tactic, as objectors raise the point

that it reduces fivernacular varieti)f’séto a si
howeverthere is precedent fohe use oSuch a metric in both speech pathology and linguistics.

Odo (1970), for example, chiefly uses syntax in her attempt to describe the processes of
decreolization in Pidgin by establishing a hierarchy of what grammaticditcenss can co

occur. Furthermore, work in speech pathology (e.g., Craig & Washington 2006) discusses the
applicability and practicality of DDMs in the diagnosis of speech disorders. Furthermore, Van
Hofwegen and Wolfram demonstrate that patterns in tveir longitudinal African American

English data were just as clear when using the DDM as when using individual vasableas

copula absencd=inally, it is possible that the variables individuals employ when they speak
Pidgin are nott ogtyr iodt luynwrfedmtiendvd eatures, 0 but
construction of aDDMsaraakemptiopertionalize a singlenmeasure

of overall di alect use, but it crucrwhatly fdoe
features are exhibited at a certain time, o0 th

vernacularityo (Van #d3)f wegen & Wolfram 2010:

The current study appropriates the concept of the R®Me linguistic situation in
H a w aanddestablisteea Pidgin Density Measure (PDM). In this study, PDM stands in place of
termssuch asbasilecbor dnesoledd t o s o, asdhese tetme nefdresent polar, local
varieties, between which there is maneless continuous variation (see, e.g., Rickfor87)9
The PDM, insteadyeatst he fAdegr eeo t o aslacoatinuolsivadiahlbhms | s s po

offering a usefumetric for quantifying the extent to which a speé@keapeech is basilectal

"2\/ernacularity here refers not to nstandardness of a lecytirather to the least satbnscious style of speech
typical of people in relaxed conversation (see, e.g., Labov 1972).
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While the specifics of establishing a successful PDM arstraghtforward, as less research has
been done on variatian Pidgin than on African American English, there is a sufficbhage

from which to construct a model for creating a PDM. As with the density measure established by
Van Hofwegen and Wolfrarf2010)for African American Englishthere are &argenumber of
morphasyntactic items that contribute to the calculation of the PDM score. Crucial to the
purposes of this research, no feature is purely phonological in nature. The inclusion of
phonologicafeatures would likely bias the PDM score, as the focus of the current research is on
the phonetic realizations of phonological variables. In fact, variables that are operationalized in
other DDMs are typically not phonological anyway. Van Hofwegen antiréivio (2010) use 35

total variables to assess vernacularity, only two of which are phonological, and Wolfram and
Van Hofwegen (2012) use 44 variables, only three of which are phonolGbfaditionally, no
feature used in the calculation of PDM score siamultaneously contribute to the PDM score

and be available as an analyzable feature for vocalic analysis. This was done in @ndare¢o

the independence of the test variable and the PDM ,st@eing as sharp a line as possible
between the analyzed @hological variables and the external metric used to evaluate Pidgin
ness. The full list of features is listed in table 3.4 including where the featiesdsbedTable
3.4also provides the median and range of counts for each feature in each carpusstiuath

examples of the features included in the calculation of the PDM, see App€ndix

3 In both of these studies, the only phonological variable that arose as significant in their statistical analysis was
nasal fronting (i.e., fronting alveolar naséto alveolar [n] in progressive verbal foréngor example swimming
becomes wi mnThis & a widespread feature of English (Labov 2001), and also a feature which is tied to the
addition of a morpheme (e.gingis not realized asin). This form could therefore be classified as a morpho
phonological alternation, rather than a purely phogialal one, which further underscores the degree to which
morphasyntactic items are used in traditional DDMs.
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Table 3.4.List of features used to calculate Pidgin Density Measure score, an example of where
these features adescribedthe relative frequency of eachtbk features overall and across
corpora, and the percent change in feature frequency across corpora.

Feature Described Mean BC vV % change
(for examples, see count mean mean across
Appendix H) corpora®

Present tense/copula features

@-copula inpredicate Day (1972) 6.19 6.14 6.25 2

@-auxiliary in present progressive Odo (1970) 5.03 458 5.55 21

ste Bickerton & Odo (1976) 2.33 1.60 3.19 99
Anterior/past tense forms

wen Bickerton & Odo (1976) 3.75 1.53 6.36 316

haed Sato (1993) 158 085 244 187

bin Sato (1993) 0.23 0.15 0.32 113
Irrealis/future/hypothetical forms

go Reinecke (1969) 0.71 084 0.57 -32

gon Bickerton (1981) 227 025 4.65 1,760

goin (no velar nasal) Sakoda & Siegel (2003) 0.81 1.21 0.35 -71
Existential forms

get Odo (1970) 1.88 1.06 2.85 169

haed Siegel (2000) 157 138 1.80 30

nomo Sakoda & Siegel (2008 1,75 1.32 2.26 71
Negative forms

no Siegel (2000) 515 339 7.23 113

nat Sakoda & Siegel (2003, 1.84 0.58 3.33 474

neva Odo (1970) 3.08 179 458 156
Clause final forms

ae? Sato (1993) 446 413 484 17

laiDat Sakoda & Siegel (2003, 2.18 2.62 1.66 -37

bat Sakoda & Siegel (2003; 0.89 0.91 0.87 -4

aeswai Sakoda & Siegel (2003, 0.44 0.18 0.74 311

no? Tonouchi (1998) 0.72 1.30 -- -100

awredi Sakoda & Siegel (2008 1.70 2.10 1.23 -41
Quantifiers/approximators

dakain Sakoda & Siegel (2003, 1.67 1.75 1.56 -11

kain Sakoda & Siegel (2003] 3,22 254 4.03 59
Miscellaneous forms

Possessivget Sakoda & Siegel (2003, 6.13 5.10 7.35 44

Complemento Odo (1970) 349 095 6.50 584

Indefinitewan Bickerton & Odo (1976) 8.79 4.47 13.88 211

Desiderativdaik Siegel (2000) 349 204 5.20 155

@-preposition irkam/go Sakoda & Siegel (2003, 2.67 159 3.94 148
constructions

Stativekam Sakoda & Siegel (2003, 0.42 0.36 0.50 39

Hortativechrai Sakoda & Siegel (2003} 0.57 0.71 0.43 -39

Objectem Bickerton & Odo (1976) 2.85 1.78 4.16 133
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Verbal/adverbiapau Bickerton & Odo (1976) 0.06 - 0.13 UNDEF
Adverbialbamba? Bickerton & Odo (1976)  -- - -
Inclusivedem/gaiz/foks Sakoda & Siegel (2003, 0.80 0.60 1.03 72

a. The percent change was rounded to the nearest whole integer.
b. Despite its attested existence in Pidgin (see, e.g., Bickerton & Odo ban@aiwas not exhibited by any
speakers.

The rationale behind each of these features was based on a number of f@ftors.
reported grammatical markers of Pidgin were heaeilligd upon, including aspect markers (e.qg.,
wen gon, ste), the absence of the copula, and existential markersdefg.Discourse markeys
postclausal tagsand general extendersege Overstreet 20D@ere also used because they are
reported to carrymportant meanings (most of which, with the exceptioaefre poorly
understood and not well documented by linguisée Da Pidgin Coup 1999 there is also
precedence for using tags to evaluate patterns of decreolization (see Sato 1993). Legical item
with limited grammatical function were generally avoided, with the notable exceptiakaii
andkain; these terms were included in the PDM score due to their ideological connection to
Pidgin as a linguistic system (see, e\jgng 1999 Simonsoret al 2005; Drager 2012). Finally,
certain patterns were excluded from the PDM calculation due in large part to the difficulty

associated with measuring them without additional coffiffgr more detail, see appendix H.

Each speaker 6 s eoanting the nuraber ottakens witkirdeadh gf the
features and then dividing that sum by the total number of words, as in (2) (Oetting & McDonald

2002)’” This way, no single Pidgin feature was weighted more heavily than another, allowing

" The list in table 3.4 does not represent an exhaustive list of Pidgin fealeresinly, there are forms that have

been excluded from thisst that some native speakers of Pidgin would deem important when considering whether a
person was speaking Pidgin

> One common tag that was notincludegtdag whi ch carries | argely the same
right?286 inaBndleifsh.oufthi aswit is a common feature of
"® For example, subjeqiredicate inversion (e.gkyut dabebié t h e b a b iganiofsreporied featur@ pf Pidgin,

but it is quite difficult to search for withoutgmmatical coding in place (something that Transcriber is not

particularly weltsuited for).

" There are, in fact, three recognized ways of calculating DDM scores that Oetting and McDonald (2002) compare;
each method was determined to produce reliable lfayidy consistent) measures.
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the metric to prodee a simple ratio of counted Pidgin fortogotal words in the interview
Additionally, the metric was tailored to the speakers analyzed in this study so as to produce a
relevant metric of Pidgin or Pidgirke speech for the data in question.

T ,OBG"Q'Q"@QQ G i
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Several observations can be made from the data in table 3.4. First, the vast majority of
features used to calculate PDM scores are more common in IV speakers than they are in BC
speakersWhen PDM features are more common in BC speakers, the feature generally occurs
relatively infrequently in the IV corpus. In fact, the largest percent decrease in use over time is
found with the discourse partiat®, which is completely absent from the &drpus. Perhaps
most noteworthy is the increase in features that are barely attested in the BC corpus, but
relatively frequent in the IV corpus (e.gen gon nat, fo), as well as the sharp increase in
exemplars ofvanfrom a relatively frequent 4.47 ties per interview in the BC corpus to nearly
14 times per interview in the 1V corpus. This same trend is evident in table 3.5, a summary of
each speakerdos PDM score, ordered by age, <cor
and overall PDM scoris most likely a product of the way in which data was collected in each of
the corpora. As discussed in 83.1, BC speakers were recruited and interviewed by researchers,
meaning that some of these interviews consisted of two people who had not met eaeliasth
before. Furthermore, more of the content of the BC interviews centers around Pidgin as the topic
of discussion, which has a tendency to cause people to shift to using English. In contrast, IV
speakers were interviewed largely by friends, friendsiefids, or family members. This
familiarity is likely the single greatest reason for why IV speakers exhibit higher PDM scores.

Because of the wide discrepancies in PDM across the corpora, the use of PDM as a predictor of
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phonetic variation is restricteéd examining intesspeaker variation within (rather than across)

the corpora.

Table 3.5.List of speakers and their PDM scoratfig with means and standard deviat)pns
organized byelativeage, corpus and gendeach PDM score is represented as aqydr

Speaker Age, Corpus, PDM | Speaker Age, Corpus, PDM
Gender Score Gender Score
Malia old BC female 1.01 Kawika old BC male 1.27
Miki old BC female 1.32 Joseph old BC male 2.55
Kaimana old BC female 1.89 Manny old BC male 5.16
Keiko old BC female 2.13 Kimo old BC male 6.76
Standard deviation 0.51 Standard deviation 2.48
Mean 1.59 Mean 3.94
Teresa young BC female 0.62 Victor young BC male 2.64
Leilani young BC female 0.78 Eddie young BC male 3.92
Delia Jane young BC female 1.57 Glen young BOmale 5.01
Mona Lisa young BC female 1.99 Danny young BC male 7.49
Standard deviation 0.65 Standard deviation 2.05
Mean 1.24 Mean 4.78
Pua old IV female 4.98 Grant old IV male 1.21
Kahea old IV female 5.09 Kevin old IV male 4.71
Carla old IV female 6.12 Palani old IV male 6.83
Lani old IV female 6.14 Keoni old IV male 9.07
Standard deviation 0.63 Standard deviation 3.34
Mean 5.58 Mean 5.46
Sarah young IV female 5.04 Kaleo young IV male 2.56
Lena young IV female 6.03 Eric young IV male 4.96
Starla young IV female 6.71 Myko young IV male 5.01
Mina young IV female 7.34 Alika young IV male 7.75
Standard deviation 0.98 Standard deviation 2.12
Mean 6.28 Mean 5.07

Another trend emerges from the analysis of PDM scores; as figure 3.3 demonstrates,
females exhibit lower mean PDM scores than males in the BC corpus, and in the IV corpus there
is much less of a difference between male and female PDM scores for IV spEakeates,
however, produce the highest mean PDM scores in the young IV group. Looking at the ranges of

PDM scores across age group and gender in table 3.5, it is also evident that males exhibit a wider
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range of PDM scores within corpus than females. Thgerder differences across corpora may
have something to do with the different ways speakers were interviewed and recruited, as it is
unlikely that BC females simply used fewer morsymtactic markers of Pidgifi.In the BC

corpus, interviews were condudtby peoplewho were very often not acquainted with the
interviewee prior to the recordifgWhen the interviewer and interviewee were already

relatively wellacquainted, the interviewee was almost always male. In comparison, IV speakers
were interviewedn all cases by people they already knew §®#). The increased familiarity
between interviewer and interviewee would also explain why speakers exhibit higher PDM
scores in the IV corpus, and as such, seems a very likely reason for the observed wariation
PDM score. However, there is also the possibility that the gender difference in BC speakers is
not purely a result of interviewasterviewer familiarity. It is certainly possible that BC females

in an interview setting were simply less likely to usggih morphesyntactic variants due to the
formality associated with an interview. Why this would only affect females might have to do
with the potential interplay between familiarity with the interviewer and an increased access to
English. By the turn othe 20" century (around the birthdates of most old BC speakers),
schooling in English had become commonpl ace
strong foothold as the language of overt prestige (Tamura 19%85)54 is possible that as this
aacess to English increased, more female speakers who might have spoken Pidgin as their
primary language growing up would have largely adopted English instead. That females would

be more likely to do this than males is potentially linked to a tendencym@aids to adopt

81t is of course possible that there is a gerlsiesed distinction with respect to the use of morgymtactic items in

Pidgin, especially as gender differences were not a focus of Bickerton and Odo (1976), nor wadyhmsir ana
guantitative in the same way this dissertation is. Even given this, | find an explanation that takes interview style into
account more felicitous.

¥ Importantly, interviewinterviewee gender was not systematically matched, so this effect is likelyendirect

result of the gender of the interviewer. Furthermore, the current study did not code for interviewer gender during
analysis, but there was a tendency for the interviewer in both corpora to be male. Without a study that investigates
accommodatin to interviewer gender, this is not a question that can be answered using the current data.
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prestige forms at a higher rate (cf. Labov 2001: 274). To some extent, both of these explanations
likely have something to do with the gender split in the BC corpus. However, the fact that IV
speakers do not show the same difference aceys$eg suggests that familiarity with the

interviewer may be the most robust predictor of whether (and to what extent) Pidgin is spoken.
These data points will be discussed further throughout chap®nshere the PDM score

findings will be placed in theontext of the vowel findings.

Figure 3.3.Mean PDM score oveaelativeage, corpus and gender (female=solid, male=dashed).

Gender
— female
-=-male

Mean PDM Score

T T T T
Old BC Young BC Old IV Young IV

Corpus and Age

3.4. Representation of vowel distributions

This study makes use of several different ways of representing vowel distributions.
Whenever possible, the behavior of the entire lexical class or vowel distribution will be
represented in lieu of presenting each individual data point. While it is imptoteonsider
each data point to ensure no single point alters the mean behavior of the group, the overall

behavior of the vowel clagand how this behavior is conditioned by certain contegts)
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generallythe primary target of interest when discussingyleage chang®.As such, vowel
distributions will often be represented using any on@oé combination ¢fkernel density

plots, local polynomial regression fitting (with smoothed means lines across groups), two
dimensional kernel density plots, andpkes at 95% confidence intervals. ggplot2

package (Wickham 2014) was used to create density plots in R, and ellipses plots were created
usingstat_ellipse (Evaniniet al.2012) inggplot2 . Density plots (figure 3.4), or

probability density functiongre representations of the relative likelihood that a variable falls
within a particular range. Density, mapped on tfexig, is roughly equivalent to raw number
counts typical of a histogram. These graphs are used in this study when only a single igariabl
the focus of interest (e.g., only F2 of a particular vowel).

Figure 3.4.Example of kernel probability density function.

Phonological
Context

o, Pre-lateral
@Olher

F1 (Lobanov)

Local polynomial regression fitting is another whg current studyepresentshe
behavior of a single dimension of a vowel against a continuous variable (e.g., Pillai score, PDM
score or birthdate). Smoothed means were derived gsmg_smooth , a function which fits a
polynomial function based on one or more predictors. Fittingisnmodel is done locally; this

means t hat i fxdhe fitts made dsing poirtsin ameghbourhoox, efeighted

8 The exception to this would be abrupt lexical diffusion (e.g., Wang 1969), where one phoneme is substituted for
another in all words with that phoneme (Labo®49542). Lexical diffusion may also arise in gradual phonetic
changes, though this change is often of a more subtle nature (Phillips 1984; Bybee 2002).
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by their distance from0 ( Ri pl ey n.d. ). This function produ

errors (or, standard deviatipbased on the data provided. Figure 3.5, for example, shows how
males and females differ in theiT-TAWK Pillai scores as a function of birthdate (for a more in
depth discussion of Pillai scores, see 8§3.5.3).

Figure 3.5.Examplelocalpolynomial regresion (smoothed mean) with standard errors

Gender
-+ Male
— Female

Pillai score

1900 1925 50 1975

Two-dimensional density plots (figure 3.6) are excellent ways of representing non
parametric data such as vowel distributions because they do not assume a symmetrical
distribution of values, and at the same tiiney are able to clearly reflect the central tendencies
of the observations in question (see discussion in DiCanio 2013). These plots can also represent
distributions that are clearly muithodal (e.g., distributions that are significantly affected by
phonological environment), as well as more naturally exclude outliers. Craioveanu (2011) makes
a similar argument for the usefulness of #imensional boxplote comparison to representing
only mean formant valuel reading these plots, the highest concentration of vowel realizations
is located in the centenost geometric shape, and the concentric geometric shapes which
surround this point represent the density of points in that lsiest. vowel distributions are

represented using twadimensional density plots in the current study, and each age group (e.g.,
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young IV speakers) is presented as a plot. In this way, each age group can be thought of as
representing a single timeline, across which changes take place.

Figure 3.6.Example of twedimensional kernel density plot.

BC, old BC, young \

Si-
(o]
c
©
0 27
o
= Segment
1= IV, old IV, young | — CHRAEP
S, JRES
S.
©
=
—
LL — =

1] “@%

N

[ [ [ [ [ [ [
15 1.0 0.5 0.0 -0.5 15 1.0 0.5 0.0 -0.5

F2 midpoint (Lobanov)

In addition to these neparametric measures, ellipses (figure 3.7) drawn at 95%
confidence intervals will also be used to represent vowel spaE#imses were calculated using
stat_ellipse (Evarini et al.2012. Ellipses have the benefit of representing the distribution
of data (in comparison with simple mean vowel representation) and are often more easily
interpretable than density plots; however, they do not give as clear an impression of the
concentration of data points, nor are they able to represedinaamities of the distribution of

vowels as easily.

81 The 95% confidence interval is a statistical claim that the data would reflect the same tendsaciésh@ time
were the population sampled repeatedly.
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Figure 3.7.Example of ellipses at 95% confidence intervals used to represent vowel
distributions.
BC, young, f, Delia Jane|| BC, young, f, Leilani
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Another important point is thatehvowel plots presentad the current studgire plots of
normalized data; that is, the data valaesnot presented in hertalues as is common when
discussing vowels. Instead, the Lobanov normalization pro88s3) (centers the vowel space on
a relative, derived midpoint value and plots vowels with respect to this midpoint value.
Thereforerelativelybacker vowels are represented by relatively smaller (often, negative) values,
andrelativelyfronter vowels areepresented bgelatively larger (and more positive) values. By
the same token, higher vowels are represented by relatively smaller (or more negative) values,

and lower vowels are represented by relatively larger (or more positive) #alues.

3.5. Statistical modeling
3.5.1. Linear mixedeffects regression models

Throughout the study, linear mixadfects regressiorriier ) models are used to
corroborate patterns and make inferences from the datdmede (Bateset al.2014) package in

R was useda perform linear mixed effects analysis. These models are statistically rigorous and

8 Backer, fronter, higher and lower are relative terms used to describe the position of a vowel relative to other
vowels (or other instances of the same vowel). We can therefore desugifar exampe, as being backer than

FES by virtue of the fact thatok is articulated further back in the vowel space tha® In this way, raw values

need not be referenced when referring to the way vowels are distributed with respect to each other.
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are increasingly common in linguistiesearch because of their ability to make reliable
inferences about complex systems. Like other types of regression analysisniixezheffects
models are useful for estimating the relationships between a dependent variable (e.g., formant
value) and one or more independent variafiiéore specifically, regression analysis helps
model how a dependent variable changes when any nwhinelependent variables are varied.
The difference between simple regression analysis and raeffects regression analysis is that
mixed effects models also include random effects. In simple regression analysis, there is an
assumption that the data parare independent of one another; that is, the occurrence of an
event (or, data point) gives us no information about whether another event (or data point) will
occur (e.g., a coin flip is an independent event). Simple regression often necessitate®taking n
more than a single data point from a speaker, as multiple data points from the same speaker
cannot be said to be independent of each other (e.g., inherent pitch differences between speakers
would bias every data point for every speaker and make thespalats norcomparable).
However, mixed effects models are able to deal with this issue, as they assume different baseline
values for each speaker (or, for each word or vowel token).

The design of the current study is such that multiple formant measeréaken from a
single speaker, and speakers must be compared to one another. This means that simple regression
models are inappropriate for compariggnmost cases; see §3.5.2 for a discussion of statistical
modeling and Pillai scores)h&refore, mixd effects models are employed to help statistically
evaluate the data. Speaker and word are included as random effects (intercepts) in each of the
models reported in this study unless otherwise noted. The output of a linearafiecd model

(table 3.6)can be summarizeas follows

8 For the purpses of this research, independent variables are factors like age, gender, phonological context, and
other traditional factors that condition variation.
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a) The intercept in the first row approximately represents the mean valuedspendent
variable if all the independent variables are set to their default Véllrethis case, this
is the mean value of normalized midpoint in the F2atK for old BC males.

b) The column O6estimated represents the estim
independent variable in mind. Each independent variable is listee deftthand side of
the table. The sign (+) of the estimate indicates the direction of the effect. In this case,
the age group old BC is the default. Young IV speakers exhibit an estimate of
approximately 0.19, meaning that this group exhibits a norethk2 that is larger by
0.19Lobanovnormalized unitshan old BC speakefS.In this case, a higher estimate
means that young IV speakers exhibit fromtewk (as F2 is directly correlated with
frontness). By contrast, young BC speakers exhibit an estiofa@pproximately 0.05,
indicating that there is very little difference between young BC and old BC speakers. If
we wish to interpret how multiple independent variables may influence the data, we
simply add their estimates. So, the model reports thatgyblifemales produce a
normalized F2 midpoint value oAwk approximately 0.23 (or, 0.19+0.4) larger than old
BC males.

c) Thet-value is the effect size, or (loosely) how different the estimate of the dependent
variable is given the independent variable.

In the example in table 3.6, this means that the normalized #vefis larger (i.e.,
fronter) for both old IV speakers and young IV speakers, but that young IV speakers exhibit
TAWK that is frontest. Thevalues inform us that both of these effect semeslarge, but again,
largest for young IV speakers. Because these effect sizes are quite large (roughly at or larger than
|2]), the model indicates that there is a significant effect of age group on theAvofYoung
BC speakers barely differ at #ibm old BC speakers, and females exhibit only slightly (and
nonsignificantly) fronterrawk vowels than males. Speech rate is also included in this model as
a control. A discussion of the rationale behind including speech rate, as well as how speech rate

was calculated, is included in §3.5.2.

8 This is generally true if and only if the dependent variable is continuous. For the purposestatithithe
dependent variable is continuous because the variables being measured (i.e., F1, F2, vowel duration, and Pillai
score) are continuous.

% These units might also reliably be described-ssores, as this is what the Lobanov normalization process
converts hertz into.

8 Mathematically, this is derived by dividing the estimate by the standard error.
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Table 3.6.Example of linear mixe@ffects model (here, fit to normalized F2 midpoint values of
TAWK for all speakers, with age grougenderand speech rates predictors (seable 6.3).

Estimate Std. Error t-value

(Intercept) -1.23698 0.07545 -16.395
age=young BC 0.04757  0.06046 0.787
age=old IV 0.12886 0.06116 2.107
age=young IV 0.19027 0.06257 3.041
gender=female 0.04443 0.04331 1.026
speech rate 0.02236  0.01600 1.398

It should be noted that for all the statistical models discussed in this dissertation, age
group is treated as a single, mutiéred category, where old BC speakers represent the oldest
group, and young IV speakers represent the youngest group. Intheaub s vi ewpoi nt ,
preferable to running models where age is treated as a continuous variable because it is possible
to see which age groups exhibit the described changes (which is not possible wisdreatgd
as continuous). However, separatedels were also run with age as a continuous predictor of
variation to verify some of the trenddodels where age was treated as continuetitsnedhe
sameobservations (albeit with the aforementioned limitation), but are not reported here.

As a final nde on interpretation, phonological environment in this study is often treated
as a single column in the data; in other words, vowels can be categorized@s@aak or pre
lateral, but not as both. Thisdsneto avoid collinearity in the modebr the situation wheréwo
or moreindependent variables aneghly correlatedothat one independent varialdanbe
accurately predicted from the other. When dealing with situations where collinearity is likely
(e.g., dealing with preceding and following pbtogical environments for a single lexical set),
phonological environment will be reduced to a single column in the data frame.

In addition to using linear mixeeffects models to corroborate patterns in the vowel
system, these models will also be use@mtesting for effects of vowel duration (&2. As

shown, for example, in work by Wassink (192901, 200§ even if vowels show spectral
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overlap there is a reasonable expectation that temporal differences may surface between segment
types. In the sulegjuent chapters, vowel duration arises as a variable of interest when discussing
some of theehangeexhibited by speakers over time (see also 83.5.2).

Following Bates (2006), | do not rep@rvalues for the linar mixed-effects models used
in this study?’ Instead, as Bates suggests, | take as paramount the size of the effect<{(or, the
value) returned by the linear mixedfects model, usingvalues of |2| (roughly speaking) as
indication of a significant effect siZ& The difference betwegmvalues and-values is, in short,
that thep-value reports that there is an effect, whiletthalue reports the size of the effect. The
paramount importance of effect size in relatiop-talues is summarized by Sullivan and Feinn
(2012:2792 8 0 ) , w h ow]ith a sufficiently large s@imple, a statistical test will almost
al ways demonstrate a significant difference,
study, statistical models are used to describe a fairly large dataset, meaning thatdtligely
that relatively small effect sizes will yiektatistically significant differencesVhile this may
seento fly in the face of theonventionapractice of reporting-values Bates contends that
calculatingp-values derived frorfinear mixedeffects models is not trivial (or, simple). This is
because calculating F ratios (or, the ratio of the explained variance to the unexplained variance)
assumes potentially different degrees of freedom in the numerator, but assumes the same
deomi nator for every F ratio. Summarized by Mo
the denominator degrees of freedom used to penalize certainty are unknower(, we o r e
uncertain about how uncertainwe shouldb® [ emphasi s a ddealupsareEs sent i

to be used with caution in the best of scenar

871t is worth noting that Douglas Bates desigime4 , the R package that the analysis reported in this dissertation
relies upon.

8 That being said, sigiicance does not begin and end-atlues of |2|; relatively smaller effect sizes (e.g., ~|1.7])
are also worth noting, as they indicate some level of effect. Essentially, the interpretation of the effect size is a
sliding scale, and the coffs are guilelines rather than hashdfast rules.
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my own) viewpoint is also that analyzing data graphically is of the utmost importance, and
statistical models should be fit sequentially basedraphical findings (cf. Bates 2008).
Furthermore, | believe this approach frees the researcher from being tied to arbitrary lines of
significance (e.gdiminishing or, at worst discounting, te&ects that return p-value of 0.08,

but not 0.05), and attends to the more important issue of effect size rather than the (potentially
norttrivial) likelihood that a fixed effect correlates with a gredtemchance probability change

in the data.

3.5.2. Accounting for diferences in speech rate

As discussed in 82, muchvariationist work investigating vowels has relied on taking
the values of the lower formants as an analog of position in the vowel §faisean analog of
vowel height, and F2 is an analog of vowel friess However formant values are not static
indicators of vowel identity; rather, a number of factors influence formant frequency besides
tongue position, such as pharyngeal length (or, vocal tract length more geniguaibynding,
whether the nasahvity adds additional resonance, or the phonological context of a vowel.
Another factor to consider when measuring formants is speech rate. As would be expected,
speech rate has an effect on the duration of vowels, in that a more rapid speaking gate yield
vowels that are shorter in duration (Gay 1978; Kessinger & Blumstein $998is shortening
of vowels also has an effect on vowel formaetgen when syllables are stressdijher rates of
speech are correlated with a tendency for formant frequenciaslershoot their targets
(Lindblom 1963; Gay 1968), which is primarily due to the shorter duration the speaker has to
achieve -¢ephe dbwil ¢ dlsat i d780). THere is als bvidenoe tolsAggedt:

that during quicker rates of speech, thisrmotion in the formants earlier (that is, closer to the

8 The decrease in vowel duration associated with faster speech rates also affects syllable duration as well (see
Kessinger & Blumstein 1998).
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articulation of an onset consonant), indicating that articulatory movement towards the vowel
simply occurs earlier during more rapid speech (Gay 198 .importance of vowel duration in
characteizing the vowel system is attested in research on creoles as\Wesisink {99, 2001,
20006, for example, has shown that lesigort vowel oppositions in Jamaican patois are more
robust in basilectal speakers than in acrolectal speakers, despite aareatat of spectral
overlap in basilectal speakers.

Given these findings, both vowel duration and formant frequencies vary systematically as
a function of speech rate. It is therefore necessary to quantify speech rate and consider it in any
discussion oflifferences in formant frequencies or vowel duration among target groups. Speech
rate was quantified using de Jong and Wempeos
Jong & Wempe 2009% This script automatically detects syllable nuclei by ideittifypeaks in
intensity, and uses this, along with informatadyout speaker pausés calculatehe number of
syllables and speaking tinfeThe script then calculates speech rate as the number of syllables
divided by the total duration (in seconds) of thieerance measured. The script was run on each
extracted speech segment from each participant so that a value for speech rate could be derived
for each analyzed vowéi.

Given the impact speech rate can have on vowel duration and formant frequencies, it is
included as an independent variable in each of the linear reikects and fixeekffects models.
Speech rate is an especially important variable to consider whensitigcuswel duration in
Pidgin, as differences in vowel duration may arise even when there is complete@mpbate

spectral overlap. In other words, duration and spectral overlap may be treated as variables that

% This script was written to calculate speech rate in alscgée studpn speaking proficiency. The script was

found online ahttps://sites.google.com/site/speechrate/

“These fAdipsd in intensity are expressed as |l owered dB
92 The syllables for given stretches of speech were-spetked to ensure the script returned accurate estimates of

the number of syllables.
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are worth testing separately. Regardspgech rate effects on formant values, it is worth noting
that the effect size of speech rate in models where formant values are the dependent variable is
often well below |2|. This suggests that speech rate does not hstx@ngsn effect on the data
asother variables (e.g., phonological contege groupand gender). Despite this, it is reported

consistently in the modete control for the effect of speech rate statistically.

3.5.3. The Pillai score

This study also employs a test known as theiFlatlett statistic (here, Pillai score)
(Olson 1976). The Pillai score is a type of multivariate analysis of variance (MANOVA)
wherein, in the case of vowel distributions, F1 and F2 are dependent variables that can be
compared across vowels to estabtisé degree of overlap between two vowel clusters. This
overlap is quantified on a scale ofd)l. Broadly speaking, the Pillai score is useful in
guantifying howoverlappedhe distributions of two lexical sets anespectral spacehe lower
the Pillaiscore, the more the two vowels angerlappedGiven this, the lower the Pillai score,
the more likely it is that two vowel classes are merged in spectral §asenodel was
introduced to sociophonetic research by Hay et al. (2006) as a way of qugntifgiger
betweerNEAR andSQUAREIN New Zealand English, and has since been successfully used to
guantify mergers between other vowkls speakers afther dialects of Englisfe.g.,LOoT and
THOUGHTIN the speech of San Francisco, Califorsige e.g., Hll-Lew 2009; 2010a)ThePillai
scoreis superior to measursesich aguclidean distance because the Pillai score takes into
consideration the degree of overlap of the distribution (Hay et al. 2806l the Pillai score is
a good way to gauge whether two vowel classes overlap, it does have limitatiorieewall
(2010Db) explains that, for example, the statistic does not take into account the size of ellipses

representing the vowel distribution ($%4) or the direction of a trend. The statistic assumes
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that the distribution is the same between two vowel clusters, and this is quite often not the case
for changes in progress. The Pillai score also does not take into account differences in the
offglide between two vowels, nor can it incorporate whether there is any difference in vowel
duration between the lexical sets (Ha#lw 2010b: 8). Finally, the Pillai score cannot distinguish
between distributions that that are fully merged and nearly mergestatistic can only identify
to what extent two vowel classes are similar (HahNv 2010b: 5).
Despite these drawbackbge way that Pillai is used in the current stagpids some of

the limitations of the scoréirst,the Pillai score is never used on its own as a measure of
spectral overlap, meaning that the Pillai scordwsays put into context with other acoustic
measurement$-or example, while Pillai cannot take into consideration differences in the
offglides betveen vowels, the current study plots the contour motion between overlapping
vowel pairs And while Pillai score does not take into consideration duration differences,
duration is measured as a separate variable of interest in thisHtedgfore, ifdifferences

arise between seemingly overlapped pairs, this different is highlighted by other acoustic
measuresSecondHall-Lew (2010b) identifies a significant drawback where the Pillai score is
not able to represent the direction of a change. In her getakers with highoT-THOUGHT

Pillai scores occasionally exhibited patterns where instead of overapcHTwas realized as
lower and fronterthanot( di spl ayi ng what-f sbpdr pélew er hp Hal
2010b: 8). However, this issue doex arise in the current data, making the issue of
directionality less of a weakness. Finally, the Pillai score is used in all but one case in this study
to quantitativelyhighlight how overlap that speakers exhibit between vowel classes has
decreased ovéime. In other words, #Pillai is most often used to corroborate the movement

of vowel classes away from each other. In most cases, this movement is relatively apparent
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across groups, and thus the Pillai serves as a useful measure of change in addition t
information gleaned from F1/F2 measurements.

To corroborate the effectsattest categories (e.qage group ogender) have on Pillai
scores, all statistical models testing Pillai scores are fit using linedreffects regression
models. Because thdllai score is itself a single value used to represent a distriboftieach
speaker 6s di st r i dpeakeridentity and wordotypedanbetraidbly n s

included in the modeals random effects

3.6. Conclusion

These methods wemaplemented in order to shed light on the question of how Pidgin
has changed over time in Hawai i . The foll owi
phonological and social variables predict realizations of Pidgin vowels. These chapters focus
specifially on groups of vowels in Pidgin and how these vowels change across age, gender,
phonological context, and PDM scoAs a note, a summary of all the data discussed in chapters
84-7 can be found in appendix G. This is a list of the Lobanov normalizedhfdrvalues (from

20%-80% of the vowel) across age group, vowel identity and gender.
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CHAPTER 4

FRONT VOWELS SHCHRIT, STIK, FES,JRES,& CHRAEP

This chapter addresses the behavior of the front vosetsirIT, STIK, FES JRES and
CHRAEP. Each front vowl is characterized by a high F2 relative to back vowels. Sakoda and
Siegel (2008: 22P24) describsHCHRITandSTIK as comprising a single lexical set in basilectal
Pidgin which converges on [i], bigrealized aswo distinct lexical sets in mesolecfidgin
(realized as [i] anddy respectively) Similarly, thecHRAEPVOWwel is described as overlapping
with JRESIN basilectal Pidgin, converging on [, but these two vowels may bariably distinct
in mesolectal Pidgin (whe@HRAEPIs realized as [ee] an®esis realized asl). FESis
described as underlyingly diphthongal, but subject to monophthongizatichinternally before
a voiceless consonant and wdirthlly (Sakoda& Siegel 2008: 223)None of the front vowels
are describd as rounded. In total, this study analyzes data from 1,053 toksnstafiT, 1,093
tokens ofsTIK, 1,037 tokens ofes 1,158 tokens ofRes and 1,154 tokens @HRAEP. Each
vowel is discussed individually, with attention paid to the behavior of eanhfowel relative
to other front vowels. At the end of the chapter, a discussion of the findings places each vowel in

context.

4.1 SHCHRIT

The existing literature describsscHRITIN Pidgin as occupying a high front position in
the vowel space, charterized by a low F1 and a high F2 (Bickerton & Odo 1976; Sakoda &

Siegel 2008). In American English,EECEis describedisa high front tense vowgllerived from
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Middle English/e:/ (Labov et al. 2006: 13), which has an offglide (sometimes an updfide).

These features serve to distinguish it from, a member of the short front vowels in English,

which lacks a prominent offglide (Labov et al. 2006: 12). Sakoda and Siegel (2008: 222) observe
thatsHCHRITIN Pidginis generally laxer thar.EECEIn English. However, it is unclear whether

Al axero in this context is meant to indicate
offglide is different than it is in many varieties of English. No other differences are noted

between EnglisirLEECEand PidginsHCHRIT (except its relationship to PidgsTIK, see§4.2).

The following discussion addresses the behavieHoHRITusing thedata from the current

study.

4.1.1.SHCHRIT fronting

The results from the current data demonstrate that the midpoint oSHZHRITiS
conditioned by age group and two phonological contextsnasal position, and wotfihal
position. Figure 4.1.1 is a twdimensional density plot of the F1/F2 midpointseicHRITIN
relation tosTIK, plotted by age groufhere sTiIK serves as a reference poisfCHRITandsTIK
begin as an overlapped class in old BC speakers (see further discussion of the bebawiar of
84.2), with both vowel clusters centering o83.in the F2 dimension and 1.25 in the F1
dimension. Young BC speakers exhibit a reduction in the size of the distribusetariT,
however, the center of the distribution does not move radically in space. Téokdlas
lowered slightly closer to 1@ the F1 dimension making it seem li&ecHRIThas changed
position slightly, the midpoint values sHcHRITfor old and young BC speakers is the saime.

comparison to BCspeakers, thiecHRITOf old IV speakersHCHRITIS noticeablyfronter, asthe

% Labov et al. (2006: 12) contend that this upglide is the main way in whizetediffers fromkiT. In their view

both vowels share a high front nucleus and may differ from each other across dialects in terms of quality, duration,
peripherality, or tenseness; however, the difference between the two vowels can be phonologically generalized to
presence or absence of affglide.
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distribution is centered on a position in F2 closer to 1.5. In young IV speakerRITis

realized as even fronter, and it is centered on a position around 1.5 in the F2 dimension.
Additionally, thesHcHRITOf young IV speakers has widened its distriditconsiderably in
comparison to old IV speakers. These findings indicatestihe#iriTandsTIK begin as a more
overlapped vowel class, and over tirmecHRITMoves away fronsTiK (see further discussion of

the behavior o6TIK in 84.2).

Figure 4.1.1.2-d density plot of normalized midpoints sficHRIT (black) andsTik (gray),
separated by vowel identity and age group.
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When considering these results across gender (see figure 4.1.2), no clear trends arise. No
obvious differences arise between BC spealaesiand females, as both males and females
appear to exhibit the same patténat ischaracteristic of all BC speakers. Old BC females

exhibit a slightly lower distribution center feHcHRITthan males, but the size of the distribution
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does not appeao vary across gender. There is a tendency for young BC females to exhibit a
fronter distribution oBHCHRITIN comparison with young BC males. Young BC females also
exhibit a larger distribution size than young BC males. Similar to young BC females, old IV
females exhibit @HcHRITdistribution that is slightly in front of old IV males; furthermore, the

size of distributions a$HCHRIT are roughly the same for old IV males and females. Young IV
females produce a more concentrated distributi@HoHRITIn comparison to males, though

young IV females do not exhibit the slightly fronter distributionsta¢HrITthat young BC and

old IV females exhibit. Young IV male and female distributierBibit very similar center

tendencies in terms of F2. In terms of BC speakers and old IV speakers exhibit virtually no
differences across gender. However, there is a slight height difference across gender in young IV
speakers, where females prodseeHRrITcentered orl1.0 in the F1 dimension, whereas males
producesHcHRIT centered slightly higher, at.5 in F1. In general, these differences across

gender seem to be the result of expected individual variation, and it does not appear that gender

is a robust predictor of the position$HCHRIT.

Figure 4.1.2.2-d densityplot of normalized midpoints ;fHCHRIT (black) andsTik (gray),
separated by vowel identity, gender, and age group.
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The midpoint of F2 irsHCHRITIS also conditioned by phonological environment, and the
impact of phonological environment on F2 is consistent over age group. Two phonological
environments can be shown to impact the F@HafHRIT: pre-nasal position and wotfinal
position?* Figure 4.13 shows a density plot of normalized F2sef-HRITacross phonological
context. PrenasalsHcHRITexhibits slightly more advanced realizations of the vowel than all
other environments. Wot#fihal SHCHRIT, in comparison, exhibits a slightly lower F2 midgoin
relative to all other phonological environments. It is worth noting that if the midpoints of F2 in
SHCHRITare graphedgainst speaker birthdagenasal environments are consistently the

frontest tokens afHCHRITacross age group.

Figure 4.1.3.Densty plot of normalized midpoint of F2 @HCHRITacross phonological context.
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These findings are corroborated by a linear mixed effects model fit to normalized F2
midpoints ofSHCHRIT, with age group, phonological context and speech rate as prediataes (t
4.1.1). There is a significant main effect of old IV and young IV speakers, indicating that these

age groups exhibit fronter realizationsseicHRITin comparison to old BC speakers. There is

%t is worth noting that préateral position motivates significant backingssfcHRIT (~ lowering of F2); however,
prelateral tokens are not frequent enough or distributed equally across age group to warrant inclusion in the present

analysis
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also a significant main effect of preasal environment, éicating that prenasalSHCHRIT

motivates higher F2 values (~frong1CcHRIT). There is also a significant negative main effect of
word-final environment, indicating that woifthal position decreases F2 values (~ backer
SHCHRIT). Importantly, the estimate for each of the phonological environments is smaller than
the estimate for either old or young IV speakers, indicating that change in the position of
SHCHRITOVer age group is larger than the effect of phonological environ@entder does not
significantly influence the midpoint F2 value $HiCHRIT, corroborating the observation that
while females and males exhibit some variation in age group in the frontr@ssHsiT, this

difference is not statistically significant.

Table 41.1.Lmer model fit to normalized F2 midpoint valuesseicHRITfor all speakers, with
age group, phonological environment, and speech rate as predictors.

Estimate Std. Error tvalue

Intercept 1.17734 0.07692 15.305
phonological context=Preasal 0.11771 0.03917  3.005
phonological context=Woréinal -0.06805 0.03094  -2.199
age=young BC 0.05476 0.08770 0.624
age=old IV 0.17443 0.08842 1.973
age=young IV 0.32477 0.08852 3.669
speech rate 0.01749 0.01304 1.342

4.1.2. Phonological effect on F1 (fHCHRIT

While no substantial changes take place over age group or gender in theHEHRI,
the current study finds that two phonological environments affect the heighteRiTin
Pidgin: prenasal position and evd-final position. Figure 4.1.4 shows a density plot of the
normalized midpoint of F1 adHCHRITSeparated by phonological environment. It is evident that
pre-nasal environments motivate loweringsiCHRIT, as this group exhibits a peak aroud

and adistribution that is shifted to a slightly lower position. This lowering is not unexpected, as
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it is not uncommon crodgguistically for high vowels t@xhibitlower midpoints (that is,

higher F1 valuesy pre-nasal environments, (Beddor 1982; Beddale1986)°° Word-final

position contributes to a lowering effectdacHRIT, thoughthis lowering appears to have a

smaller effectn pre-nasal positionsWord-final environments exhibit a density peak centered on

-1.2 as compared with the densitypedkl . 4 ex hi bi ted by fAothero pho
environments® Furthermore, the distribution of wofihal exemplars ofHCHRITIs shifted to

the left, indicating thathe F1 ofsHCHRITIn word-final position is higher (~lower vowel

realization) tharsHCHRITINnfiot her 6 phonol ogi cal environments.

Figure 4.1.4.Density plot of normalized midpoint in F1 sficHRITacross phonological
environment.
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The effect of phonological environment on the heighdrafHRITiS corroborated by a

linear mixed effects model fit to the normalized midpoint of F1, with phonological context and

% Beddor (1982) and Beddor et al. (1986) observe patterns -ofgsa vowel raising and lowering in, for example,

Bengali, Swabhili, Zapotec, Breton, Hindi, Portuguese, Mixtec, Dutch, and Basque, among other languages. Beddor

et al. (1986: 199) observhat this lowering occurs regardless of whether vowels are nasalized phonemically or by
phonological processes of assimilatiblowever that Pidgin exhibits lowesHCHRITbefore nasals may place it at

odds withthe behavior oEnglishFLEECE Carignan etla(2010) cite that a higher tongue position is characteristic

of nasalized /i/, potentially offsetting the acoustic effects of nasalization.

®'n the current study, fothero refers to alésedrealizati

phonological categories (e.g., prasal).
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speech rate as predictors. There is a significant main effect-aaped and wordinal

environments, which both motivate significantlyvier sHcHRIT.®”

Table 4.1.2.Lmer model fit to normalized F1 midpoint valuesseicHRITfor all speakers, with

phonological environment and speech rate as predictors.

Estimate Std. Error

t value

(Intercept) -1.155063 0.063027
phonologicakenvironment=Praasal 0.131132 0.040762
phonological environment=Woitthal 0.156584 0.032664
speech rate -0.003018 0.014573

-18.327
3.217
4.794
-0.207

4.1.3. Effect of PDM OnSHCHRIT

The results from the current data demonstrate that PDM score has an effect on the height

of SHCHRIT. Figure 4.15 is shows the normalized midpoint of F1spfCHRIT plotted against

PDM score for BC and IV speakers. While BC speakers show little differemolpoint F1

value as a function of PDM score, higher PDM scores in the IV corpus increase the likelihood

thatsHcHRITWIll be relatively low.

Figure 4.15: F1 of sHCHRITplotted against PDM score for BC (solid line) and IV (dotted line)

corpora.
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A linear mixed effects model fit to normalized midpoints of F$#cHRITfor IV
speakersvith PDM score and speech rate as prediatorsoborates the observed lowering effect
of PDM scorgtable 4.1.3) There is a significant main effect of PDM on normalizéd F
midpoint, indicating that higher PDM scores motivate relatively lower instancesceRiTfor
the IV speakers. Additional context for the effect of PDM scorsHmHRITIS provided in
84.2.3, as PDM score has a corresponding fronting effect on realizatisng.ofhe
relationship betweesHCHRIT, FEsand PDM score is discussed further in 84.3.3. PDM score has
no effect on F2 for IV speakers, nor does PDM score haygndisant effect in any formant

dimension for BC speakers.

Table 4.1.3.Lmer model fit to normalized F1 midpoint valuesseicHRITfor IV speakers, with
PDM score and speech rate as predictors.

Estimate Std. Error tvalue

(Intercept) -1.42550 0.14075  -10.128
PDM score 0.06312 0.01906  3.313
speech rate -0.01924 0.02198 -0.875

4.1.4. Trajectory of SHCHRIT

The results from the current data demonstrate that the trajectsgiRITIS relatively
short and behaves consistently across age group. Hidues a plot of the mean normalized
formant contour from 30% to 70% through the vowel. These points were selected to minimize
the effect of surrounding phonological context on the vowel, while still observing formant
motion. The fronting thadHCHRITexhibits in IV speakers (especially young IV speakers, see
84.1.1)is notaccompanied by any change in the formant contogHOHRIT. The trajectory of
SHCHRIT changes very little over time in terms of offglide target or the degree of contour motion.
For dl age groups, the offglide ;HCHRITis predominantly in F2 and relatively short. The only

discernable difference in offglide position is that young BC speakers exhibit what looks to be a
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slight upglide. However, this difference in offglide trajectorgnsall enough to where listeners
probably do not hear isHCHRITappears to be relatively monophthongal across speakers,

exhibiting little motion between nucleus and offglie.

Figure 4.16. Trajectory ofSHCHRITover age group from 30% to 70% through voevel.
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4.1.5. Summary ofsHCHRIT findings

In sum, realizations (§HCHRITare conditioned by age group, phonological context, and
PDM scoresHCHRITfronts over time, most notably in young IV speakers, though old IV
speakers also show some degreeaiting. This fronting does not appear to have a strong effect
on the trajectory o$HCHRIT, which exhibits a consistently short, backing offglide across age
groups. Prenasal environments motivate fronter and lower realizatiossiOfRIT, while word
final environments show a tendency to motivate lower and more retracted realizations of

SHCHRIT. Finally, PDM score is correlated with lower realizationsietHRITfor IV speakers;

®Hawai 86i English speakers reported in Kirtley et al. (1
FLEECEIn their data taken &m spontaneous speech. HoweweEECEtaken from wordlist data shows a more

noticeable fronting offglide.

82



there is no effect of PDM score on BC speakers or the F2 of IV speakersféfendiés arise in

F1 or F2 ofsHCHRITas a result of gender.

4.2.STIK

The existing literature describssik as occupying a high front position in the vowel
space, characterized by a low F1 and a high F2 (simiksdariT). In EnglishkiT is described
as a short front vowel that is derived from Middle English short /i/ (Labov et al. 200&118).
involved in many changes across the English speaking world, and sometimes moves with respect
to the other short front vowelsRessandTRAP. In the westm states (Kennedy & Grama 2012;
Becker et al. 2015; Fridland et al. 2015) and Canada (Céar&le1995),KIT is involved in the
lowering and retraction of the short front vowels, armdcentralizes in line with the raising of
front vowels in New Zealah(Watson et al. 2000). Drager et al. (2013) demonstrat&ithet
Hawai @i English does not moREEandTBAP, Beftiegitapars ul t o
from western U.S. states like California. However, they identifykitas lower for males than
females, and that female speakers who report an ability to speak Pidgin exhibit higher
realizations okiT than female speakers who do not report speaking Pidigbasilectal
speakersSakoda and Siegel (2008: 222) descRimginsTIK as being more similar t8HCHRIT
(i.e., fronteror tenser than it is in English@specially in stressed monosyllables. Mesolectal
Pidgin speakers produce the vowel as something closer in realizakionincenglish (Sakoda
& Siegel 2008: 224). Thiollowing discussion addresses the behaviaT using thedata

from the current study.

83



4.2.1. Phonological effects on F2 afTIK

The results from the current study demonstrate that the 2ok influenced by three
phonological environmentsrglateral position, preasal position, and pyg/. Figure 4.2.1
shows the normalized midpoint of F2g3fik in these environments as compared with other
phonol ogi cal environments. Rel at ilatemlsttko Aot her
exhibitsa smaller F2 value corresponding to a backer midpoint. Thilpel backing is well
attested in English, and especially motivates lowering and backing in front vowels (Bernard
1985; Cox & Palethorpe 2003). Paralleling the behavior ehpsalsSHCHRIT, pre-nasalsTiK
exhibitshigherF2 values, corresponding to fronter realizationstaf. The midpoint oETIK
also undergoes fronting before /g/. The fronting that occursawithin Pidgin is reminiscent of
what is reported for some English dialects for other, lower short front voretsand TRAP,
for example, in the Pacific Northwest (see, aldassink 2011Wassink& Riebold 2013;

Freeman 20143 No similar fronting effect ibserved fosTik before /k/*%°

% Though no prég/ raising ofkIT is cited in the Pacific Northwest, the pattern of fronting and raising (see §4.2.2)
of sTIK before /g/ in Pidging consistent with what is observed for other short front vowels. This raising may be due
in part to the velar pinch (i.e., the raising of F2 and lowering of F3 that occurs when going into or out of velar
constriction (Zeller 1997; Purnell 2008). The risk® is accompanied by a lowering of F1 (which is involved in
upgliding), and that this motivates the reanalysis of the vowel as relatively higher in the vowel space (Freeman
2014).

1% Tokens ofsTik before velar nasal were investigated to see if they behaved differently from other nasals (and
more in line withsTIK before /g/). Pré/Etokens exhibited no distributional differences from the group of nasal
consonants.
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Figure 4.2.1.Normalized F2 values &TIK in prelateral, prenasal, and pré&y/ contexts,
compared with other phonological environments.
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These effects are corroborated by a linear mpdelcts model fit to normalized midpoint
values of F2 irsTIK, with phonological context and speech rate as predictors (table 4.@.1).
avoid collinearity, these contexts were treated as a single colutin@ data (see 83.5.0)here
aresignificant main effecof prenasal and prég/ environments, indicating thtdtese
environments exhibit significantlyigher F2 values sTiK. These environments do not differ
statistically from each other, suggestihgtisTik exhibits relatively similar midpoints in both
phonological contexts. There is also a significant main effect elepeeal position, indicating
that F2 is significantly lower in tokens sfik preceding /I/. No effects arise in the F20fk as
a function of gender or age group.

Table 4.2.1.Lmer model fit to normalized F2 midpoint valuessafk for all speakers, with
phonological environment and speech rate as predictors.

Estimate Std. Error tvalue

(Intercept) 1.10762 0.06635 16.693
phonological environment=Ptateral -0.26338 0.05507 -4.783
phonological environment=Pieasal 0.12229 0.03655 3.346
phonological environment=P+g/ 0.16582 0.07514 2.207
speech rate -0.02553 0.01536 -1.662
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4.2.2. Change in F1 o§TIK

The resultgrom the current data demonstrate #mak exhibits significant changes in F1
as a function of age group, gender, and three phonological environmedtepkposition,
pre-nasal position, and pig/ position. Figure 4.2.2 shows the normalized midpof F1 in
STIK in pre-nasal, prdateral and prég/ environments, compared with other phonological
environments. Relative to other phonological environments, botlagmal and prenasal
positions motivate higher F1 values (~ lower realizations). [bkering might be expected as a
corollary of the backing that occurs in gegeral positions (see 84.2.1) (Bernard 1985; Cox &
Palethorpe 2003). Paralleling the behavior ofealsHCHRIT, prenasalsTik exhibitshigher
F1 values, corresponding to lewrealizations o$Tik. This lowering is likely due in part to the
lowering effect nasals have on high vowels, cllosguistically (Beddor 1982; Beddor et al.

1986.

Figure 4.2.2.Normalized F1 values &TIK in prelateral, prenasal and prég/ contexs,
compared with other phonological environments.
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As discussed in 84.1.8HCHRITandsTIK exhibit substantial overlap in both F1 and F2 in
old BC speakers. Over time howevanCHRITfronts to a position significantly in front sfrik,
suggesting thadTik andsHCHRITbegin as a single lexical set, and become less similar over time.
There is evidence to suggest thak exhibitschanges across age group as well. Figure 4.2.3 is a
two-dimensional density plot of the normalized midpoinsoK in relation toSHCHRIT over age
group.This plot displaysTik in all phonological environmentgnoringthe differences that
arise between preasal, prég/ and prdateral environments. This is due to the fact that the
distributions remain largely unchangedhése phonological environments are excluded from the
plots. Old BC speakers exhibit completely overlapped andsHcHRITdistributions. The center
of the distribution oETIK is located on 1.25 in the F2 dimension ab@5 in the F1 dimension.
Young BCspeakers exhibit very little change in the center tendenc&sigfdespite exhibiting
a slightly lower distribution in F1 at approximately1 in comparison to old BC speakers.
However, the area covered 8y is considerably smaller in young BC skees. Old IV
speakers exhibit an even lower distributiorsok, as the center of the distribution is located
around-1.0 in F1. In comparison to young BC speakers, the area of the distribution in old IV
speakers is noticeably larger, especially in FZ2ngtihe frordmost extent of the distribution of
STIK is equal to the frontest realizationsefcHRIT, and the backest realizations are backer than
the 0.0 mark in F2. This o6flattening outdé of
thoughsTIK appears to occupy a very similar range in F2 in both old and young IV speakers.
Young IV speakers also exhibit a lower distribution centesTof, locatedapproximately on
0.25in F1. The lowering that takes place across corpus is quite strikergogmparing the

position in F1 osTIK in old BC speakers to that of young IV speakers.
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Figure 4.2.3.2-d density plot of normalized midpoints &fik (black) andsHCHRIT(gray),
separated by vowel identity and age grdUp.
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Females and males behave slightly differently with respect to their lowerstgof
Figure 4.2.4 is a twdimensional density plot of normalized midpoint realizationstaf and
SHcHRITdivided across age group and gender. Few differences arise iid tBB€ group, as male
and femalesTiK appears to be centered-dn25 in F1. Young BC speakers, however, show a
pattern where female realizationsoik occupy a larger range in F1 thére range omale
realizationsWhile female realizations exhibit ari Fange betweeri.75 and0.25, young BC
males extend from neari2.0 to just below 0.0. The result is that females appear to have a
distribution more heavily concentrated in the lower end of the spectrsmkakalizations than
males. Old IV speakerbpwever, show roughly equivalent F1 ranges; however, the center of the

female distribution appears positioned roughly b0, whereas old IV males exhibit slightly

191 This plot is identical to figure 4.1.1, but irgfcasesTiK is labeled in black to make its position more easily
readable
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higher realizations afTIK. The difference between genders is much more apparent in fdung
speakers. Females are centeredo?5 in the F1 dimension, whereas males are situated very
slightly lower than1.0 in F1. The F1 range efiK is also strikingly different across gender

young IV speakersNhile F1 ofsTik for both genders doe®thappear to extend muelbove-

1.5, the lowermost end of the female distribution is nearly at 0.5 in F1. Males, on the other hand,
exhibit asTik distribution with dlowermost end of just beyon@.25. This appears to indicate

that females produce a rangfeF1 values fosTIK, but that if a realization &TiK is low for

young IV speakers, that realization is likely to be produced by a female.

Figure 4.2.4.2-d density plot of normalized midpoints &fik (black) andsHCHRIT(gray),
separated by vowaentity, gender, and age group.
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The difference in the height effik across gender is clearer when isolating the movement
F1 exhibits over time. Figure 4.2.5 plots the mean normalized midpoint of F1 (with standard
error) insTIK over time for both maleand females. As suggested by figure 4.2.4, males exhibit a

consistent tendency to produce higher realizatiorssi@facross all age groups. Furthermore, the
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difference in the height Tk is clear in young IV speakenshere femaleslemonstrate

noticedly lower sTIK tokens relative to their male counterparts.

Figure 4.2.5.Smoothed mean (with standard error) of normalized FIr&ffor males (dotted)
and females (solid) plotted against birthdate.
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A linear mixed effects model fit to normalized midpoints of F&1K, with age group,
gender, phonological conteaihd speech rais predictors corroborates these claims (table
4.2.2). There is a significant main effect of young IV speaketb@R1 of STIK, indicating that
these speakers exhibit lower realizationsok than all other age groups. Both young BC and
old IV speakers exhibit lower realizations than old BC speakers, but these differences are not
significant. There is also a significant ma&ffect of gender, indicating that males exhibit higher
realizations ofBTIK than females. Furthermore, there is a significant main effect damel and
pre-nasal environment on the F19fiK, indicating that F1 increases $¥iK is lower in the
vowel space) in prateral and pranasal environments. Finally, there is a significant main effect
of pre/g/ environment on the F1 effik, indicating thasTIk before /g/ is realized as higher in

the vowel space than all other phonological environments.
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Table 4.2.2.Lmer model fit to normalized F1 midpoint valuessafk for all speakers, with age
group, gender, phonological environmeartd speech rates predictcs.

Estimate Std. Error tvalue

(Intercept) -1.03329 0.07559 -13.669
phonologicalkenvironment=Prdateral 0.12164 0.04632 2.626
phonological environment=Pieasal 0.18969 0.03121 6.077
phonological environment=PRyg/ -0.17855 0.06102 -2.926
age=young BC 0.07310 0.07331 0.997
age=old IV 0.10131 0.07459 1.358
age=young IV 0.27951 0.07446  3.754
gender=male -0.11711 0.05239 -2.235
speech rate 0.01054 0.01423 0.740

Despite the differences that arise across gender, males and females show relatively equal
tendencies to differentiasrik andsHCHRITover time. Figure 4.2.6 plotsik-sSHCHRITPillai
scores derived from a MANOVA on theaxis against birthdate on theaxis with a best fit line
for both males and females. The best fit lines suggess#eairRiTandsTIK exhibit higher Pillai
scores (~less overlapped vowel distribag) as birthdate increases. Younger speakers exhibit
higher mean Pillai scores than older speakers. Though this tendency to increase Pillai score over
birthdate is not particularly strong, there is no evidence that any substantive difference arises
acrosgyender, despite the tendency for females to produce Bwethan males. These
observations together suggest that the similarigHaiHRITandsTIK is somewhat tied to age
(but not gender)out that additional facto(g.g., PDM score; see 84.218pybe conditioning
the overlap exhibited by the two vowels.

In figure 4.2.6, there are two outlie@eold IV male with a Pillai score of 0.74&¢an)
and oneyoung IVfemale with a Pillai score of 0.8G&ral). Grant exhibits the lowest PDM
score at 1.20f all old 1V speakers (mean = 5.53is behavior is therefore likely described by
this low PDM score (sefigure 4.2.7inlA4 . 2. 3) . However, Sarahos beh

conditioned by PDM score. This is potentially due to the fact that shadagyhest level of
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education of any young IV speaker (she was pursuing her M.A. at the time of recording). It could
be that her noticeably higher Pillai score is in some way tied to her edyeatidaily interaction

with Pidgin speakers may be less ecoam for her.

Figure 4.2.6.Pillai scores oBHCHRIT-STIK plotted against birthdate for males (triangles and
dotted line) and females (circles and solid line).
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A linear fixedeffects regression model fit to Pillai scores, with age group and speech rate
aspredictors corroborates this observation (table 4.2.3). There is a significant main effect of old
IV and young IV speakers, indicating that both of these age groups exhibit SigtxeHCHRIT
Pillai scores, signifying lesspectrabverlap between the twowel distributions. This effect is
much higher in young IV speakers, suggesting that this group exhibits the highest Pillai scores
(or, the least overlappetik andsHcHRITdistributions) of all age groups. Gender is not a

significant predictor of vaaition inSTIK-SHCHRITPillai scoresand so it is not included in the

final model
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Table 4.2.3.Linear fixedeffects model fit tasTIK-SHCHRIT Pillai scores for all speakers, with

age group and speech rate as predictors.

Estimate Std. Error

t value

(Intercept) 0.0906100 0.0154118
age=young BC 0.0156033 0.0086732
age=old IV 0.1738020 0.0095378
age=young IV  0.2498041 0.0094795
speech rate -0.0009597 0.0041759

5.879
1.799
18.222
26.352
-0.230

4.2.3. Effect of PDM onsTIK -SHCHRIT split

The results from the current data demonstrate that one of the conditioning factors for

overlap betweesTik andsHCHRITIS PDM score, which manifests in two ways: an effect on

Pillai score for IV speakers, and an effect on F2 for IV speakers. FiguresABVBSTIK-

SHCHRITPIillai scores plotted against PDM score for each corpus. BC speakers exhibit no change

in Pillai scores across PDM score, and Pillai scores are relatively low for all BC speakers.

However,Pillai score and PDM score foV speakersare nversely correlatedrhis indicates that

as PDM score increases, so does the likelihoocath&¥ speaker will exhibit more similar

realizations oB6TIK andSHCHRIT.

Figure 4.2.7.Pillai scores oBHCHRIT-STIK plottedagainst PDM score for BC speakéistted)

and IV speakers (solid).
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These observations are corroborated a linear fefégtts model fit tsTIK-SHCHRITPIillai
scores for IV speakers, with PDM score and speech rate as predictors (table 4.2.4). There is a
significant main effect of PDM sce onsTIK-SHCHRITPillai scores, indicating that as PDM
score increases, the tendency to produce overlapped distributiens ahdsHCHRITalso

increases.

Table 4.2.4 Linear fixedeffects model fit t®sTIK-SHCHRIT Pillai scoresof IV speakers, with
PDM score and speech rate as predictors.

Estimate Std. Error t value

(Intercept) 0.643927 0.033078 19.467
PDM score -0.067699 0.002872 -23.572
speech rate 0.008119 0.007374 1.101

PDM score also has an effect on the normalized midpoint of BRiafthough this effect
only manifests strongly in IV speakers. Figure 4.2.8 demonstrates this, and shows the smoothed
means of normalized F1 and F2 midpointstok andsHCHRITplotted against PDM score
separately for both corpora. The bottom right quadramivs the PDM score plotted against the
F2 ofsTik for IV speakers. There is a clear tendency for IV speakers with higher PDM scores to
exhibit fronter realizations &TIK. This finding is corroborated by a linear mixeffects model
fit to the midpoint of F2 ofTIk for IV speakers, with PDM score and speech rate as predictors
(table 4.25). There is a significant main effect of PDM score, suggesting that as PDM score
increasessTIK is more likely to be articulated towards the front of the distributicsTeftokens.
The models fit to F1 of IV speakers, as well as F1 and F2 of BC speakers, failed to return any
significant effects. Despite this, figure 4.2.8 demonstratesra general tendency for speakers
from both corpora to exhibit more similar formant valt@ssHCHRITandsTIK in both formant
dimensions as PDM score increases. This tendency is much less evident in BC speakers, though

this may have to do with the fatiat F1 and F2 isTIKk andsHCHRITare already very close for
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speakers in this corpypotentially representing a ceiling effedfor IV speakers, however, it is
clear that while PDM affects different formaiits the different vowelgi.e.,a higherPDM score
increases the F1 sHcHRITand increases the F2 $fiK), increased use of Pidgin morgho

syntactic featuregesuls in moresimilarity between the two vowel classes.

Figure 4.2.8.Smoothed mean of normalized F1 (top) and F2 (bottom) midpoistskofdotted)
andsHcHRIT(solid) plotted against PDM score for BC and IV speakers.
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Table 4.2.5.Lmer model fit to normalized F2 midpoint valuessafk for IV speakers, with
PDM score and speech rate as predictors.

Estimate Std. Error tvalue

(Intercept) 0.73002 0.19519 3.740
PDM score 0.06312 0.02782 2.269
speech rate -0.01421 0.02741 -0.518
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4.2.4.Trajectory of STIK

The results from the current data demonstrate that the formant trajecsang dbes not
vary over age group or gender, but shows differences over phonological environment. Figure
4.2.9 is a plot of the mean normalized formant contour from-30% througtsTiK. These
points were selected to minimize the effect of surrounding phomalogpntext on the vowel,
while still observing formant moti on. I n comp
exhibit monophthongal behavior, ptg and prenasal realizations &fTik exhibitsmallfronting
offglides. While pre/g/ offglides aredrgely in F2 and pointed towards the front of the vowel
space, praasal offglides are largely along F1. Neither of these contexts, however, appear to
motivate much motion over the duration of the vowel in comparison to true diphthongs (87). Pre
lateral cantexts, on the other hand, appear to motivate much longer formant trajectories. There is
a considerable backing offglide that is pointed towards the center of the vowel%@iven
the length of the trajectory of pfateralsTiK, it is reasonable to colude that this position
motivates the most diphthongal realizations ofghe& vowel over the given phonological

contexts.

%2 The IPA transcription for fit in prateral position might best be representedigiof [é}:
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Figure 4.2.9.Trajectory ofsTik from 30% to 70% of the duration of the vowel across
phonological environment.

4.2.5. Role of duration in distinguishingsTik and SHCHRIT

As discussed in 83 and 83.5.2it is reasonable to expect that even if lexical sets exhibit
spectral overlap, there is still a possibility for vowels to exhibit temporal differences. Figure
4.2.10 shows boxplots representing vowel duratiorsfiok andsHCHRITover age group for the
current studysHcHRITexhibits a relatively consistent median vowel duration, with young IV
speakers showing a slight increase in vowel duration, especially ediatdld BC speakersTik
exhibits relatively few differences across age group as well; only old BC speakers exhibit a
noticeably shorter vowel duration ferik in comparison to theTik of any other age group.
Importantly,sTiK is shorter in duration thasHCHRITacross age grouf his finding is
noteworthy, given the significant spectral overdapx andsHcHRITexhibit, especially in older
age groups. Despite this spectral overlap, it appears that for both IV and BC ssrakess,

held temporally distinct frorsHCHRIT.
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